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I. **ANTITRUST’S REGULATORY RISK**

Speaking against a measure that would apply antitrust law to the railroad industry, Senator Mike Lee declared “federal and state agencies enforce antitrust laws in order to forestall the need for burdensome and long-lasting government regulation.” Senator Lee’s objection to rules that would add overlapping layers of legal control under the jurisdiction of different administrative officers is certainly sensible, but the apparent dichotomy he draws between government enforcement of antitrust laws and “burdensome and long-lasting government regulation” is not.

Government enforcement of antitrust laws carries risks very similar to other forms of regulation. In addition to very serious problems defining meaningfully the conduct that contravenes antitrust law, there are considerable difficulties attached to, and risks associated with, government’s implementation of the law. Government antitrust enforcement requires discretionary selection among an extraordinary range of possible targets, imposes significant burdens on companies that are under investigation or subject to suit, invites efforts by individual firms to motivate officials to deploy resources against rivals, and can seriously disrupt competition among firms.

Understanding the regulatory implications of antitrust enforcement is especially critical now that antitrust authorities are bringing or considering bringing antitrust enforcement cases against a substantial number of leading firms in high-technology industries. Among the companies publicly identified as actual or potential antitrust targets in recent months are Facebook, Apple, Yahoo, Google, IBM, AT&T, Microsoft, and Intel. Antitrust authorities need to exercise special care in making enforcement decisions with respect to high-technology industries, starting with appreciation of the potential pitfalls of all regulatory schemes, including antitrust. Traditional problems of regulation generally, and of antitrust enforcement specifically,
are exaggerated in high-technology sectors, where antitrust enforcers’ abilities to understand and predict industry evolution are most limited and where enforcement actions are most likely to rest on debatable predicates about the effects of specific conduct.

Rather than demonstrating special caution in venturing into this set of cases, however, antitrust enforcers seem anxious to engage the leading high-technology firms while markets are evolving at a rapid pace. The principal theories supporting aggressive use of antitrust laws to constrain dominant firms in high-technology or other “network industries” provide both malleable bases for enforcement and misleading predictions of the costs and benefits of enforcement. The problem arises in part because, while the concerns over network effects are dynamic, the principal tools for antitrust analysis—especially respecting definition of the relevant market—are static. These tools almost inevitably orient enforcers’ decisions toward excessive concern with one part of what, rightly understood, is a much larger competitive picture, even though the composition of the larger picture is difficult to predict. Examination of some past government enforcement decisions is instructive for the risks such decisions entail, factors that should be considered in making such decisions, and presumptions that should guide decision-makers.

II. REGULATION: FORMS AND FAILURES

Antitrust as a form of economic regulation fits comfortably within the range of government controls over economic activity. Old-style regulation primarily consisted of class-based restrictions—the feudal system—exclusive licenses for certain occupations—the guild system—or religiously inspired restraints on practices such as money lending. By and large, these forms of regulation limited efficient economic activity, either in service of religious scruples, or as a means of shifting economic rewards to favored individuals or classes. Technological and sociological changes led Western nations to embrace relatively unfettered economies based on private property and market-based competition. This upended most of the older forms of regulation, but the personal interests that supported limiting entry to occupations and constraining some specific economic behaviors did not disappear. Partly for that reason and partly for reasons related to limitations on knowledge, experience demonstrates the difficulty of matching effective regulatory tools to actual problems and regulation notoriously risks creating new problems that are worse than those that intervention was intended to cure.

Modern economic regulations can be sorted into four broad classes. First, occupational regulations or occupational licensing schemes restrict entry into an astounding array of economic activities. By the middle of the 20th century in the United States, such regulations were imposed on hundreds of occupations, including “beekeepers, embalmers, lightning rod

A second class of regulation consists of special obligations imposed on specific industries, often combined with entry restrictions as well. Examples have included airline, train, and trucking regulation, as well as regulation of radio and television—the provinces of many of Washington, D.C.’s historic “alphabet agencies” (for example, CAB, ICC, FCC).\footnote{Civil Aeronautics Board, Interstate Commerce Commission, and Federal Communications Commission.} Within that second class are industries that are regarded as “natural monopolies.” Also included are industries where only one firm efficiently can serve a market, including many utilities—delivery or transmission of cable television services, natural gas, electricity, and landline telephony are examples, or at least that was the theoretical argument for their regulation. A third category consists of health and safety regulations, such as those overseen by the Food and Drug Administration or the U.S. Department of Agriculture. Lastly there is a set of “fair play” regulations—prohibitions on fraudulent practices, cheating on weights and measures, and a variety of other “unfair” business practices, such as misrepresentation, mislabeling, and trademark violations.

All of the forms of regulation have been criticized as less congruent with public welfare than regulations’ proponents assert. Argument over precise measures of public welfare, or over the bona fides of the concept of a collective welfare, can be set aside for now; the relevant point is not the details of any measure of public good, but the degree of divergence between regulatory schemes and any thoughtful definition of public good. Milton Friedman, for instance, gave a savagely clear-eyed review of occupational licensure, observing that licensure typically reduces options for the least knowledgeable and most impecunious members of society—those it ostensibly serves—and is supported not by them, but by members of the licensed profession whose status and incomes correlate positively with limitations on entry.\footnote{See MILTON FRIEDMAN, CAPITALISM AND FREEDOM 138-60 (1962); see also WALTER GELLHORN, INDIVIDUAL FREEDOM AND GOVERNMENT RESTRANTS 106-51 (1956).} Even the most seemingly laudable efforts to protect the public against fraudulent or dangerous services through the institution of licensing screens turn out in practice, to have unattractive side-effects. Of course, Friedman’s explanation is that the supposed side-effects, in reality, are often the primary goals of the licensing system, keeping competitive provision of services at bay, necessarily limiting options, raising prices, and leading to problems of access and allocation.
Similarly, the second class of regulations—industry-specific regulations—have been the subject of any number of scathing critiques. Many of these start with the assumption of public-interested intent in the initiation and general design of the regulations, but conclude that even the smartest and most public-spirited central decision-makers lack the ability to accumulate and evaluate the massive amounts of changeable, real-time information needed to craft and implement effective regulations. The “law of unintended consequences” does not guarantee that regulatory initiatives will produce results worse than the initial situation, but unforeseen effects of regulation very often produce problems that are bigger, more complex, and more pervasive than the problems regulatory designers had in mind.

Not to be left out, health and safety regulation has also been shown to have substantial flaws, including, in many cases, a strong bias against new products and technologies. Even fair play regulations, such as those embodied in numerous securities and banking rules, can misalign incentives and generate unforeseen risks. Many analyses of the periodic financial crises and stock crashes trace back, at least in part, to misdirected regulations.

As Alred Kahn observed after reviewing the extensive literature on regulations (primarily, but not exclusively, of the second class):

A consensus was emerging in the early 1970s among disinterested students that regulation had suppressed innovation, sheltered inefficiency, encouraged a wage/price spiral, promoted severe misallocation of resources by throwing prices out of alignment with marginal costs, encouraged competition in wasteful, cost-inflating ways, and denied the public the variety of price and quality choices that a competitive market would have provided.

In addition to the litany of complaints Dr. Kahn provides, regulation commonly encourages rent-seeking behavior that is both wasteful in itself and, when successful, influences government officials to act in ways that harm

---


the public. Critics of industrial regulation, including industry or enterprise support programs referred to as “industrial policy,” point to both of these negatives—the costs associated with unintended consequences of regulatory interventions and the costs of rent-seeking—as reasons for resisting this form of regulation.

III. ANTITRUST ENFORCEMENT: REASONS AND RISKS

Antitrust law, in contrast to standard industrial regulation, has been lauded frequently as America’s fundamental economic charter—one that provides salutary ground rules for business. That sentiment has been voiced even by strong critics of most economic regulatory initiatives. The classic statement, endlessly repeated, is Justice Hugo Black’s declaration that “The Sherman Act was designed to be a comprehensive charter of economic liberty aimed at preserving free and unfettered competition as the rule of trade.”

Application of antitrust laws by government officials, however, has the same risks and problems associated with other forms of regulation, including other “fair play” regulations. It requires considerable information on how particular firms and particular markets work, on the effect of particular business practices, and on the costs and benefits of intervening to stop a particular practice as opposed to allowing market forces to limit its effects. Over time, some practices—horizontal price-fixing cartels, for example—have been evaluated sufficiently often in a sufficiently broad set of contexts so as to allow relative confidence in concluding that they are very often likely to produce consumer harm that is not readily limited by market forces. However, an array of other practices cannot be classified as detri-

---


10 See, e.g., RICHARD A. POSNER, ANTITRUST LAW: AN ECONOMIC PERSPECTIVE (1976).


13 While the presumption of harm from horizontal price-fixing is justified, that does not mean that such behavior is always harmful.
mental in the same way. Many settings require considerable information that is likely beyond government officials’ reach to evaluate the costs and benefits of enforcement activity.

Indeed, in one sense, antitrust enforcement may be even more problematic than many types of industry regulation. Government antitrust enforcement necessarily requires selection of enforcement targets. Depending on the degree to which the conduct that might trigger enforcement is clearly circumscribed, this selection process could give administrators greater discretion than many regulatory programs entail; in fact, that is what has occurred in at least one major segment of antitrust enforcement.

Given the state of the law, and even more so, of theory and international practice, on the “monopoly” or “dominance” side of antitrust (competition) law, officials now enjoy a relatively open field in selecting enforcement targets. This is the case even though this is precisely the part of antitrust law where legal actions are most difficult to defend as preventing or limiting consumer harm. Academic theories designed to combat perceived—and to some extent, no doubt—limitations on classical economic analysis of business competition in imperfectly competitive markets posit that firms can advantage themselves and harm others by engaging in conduct that does not seem problematic in a clear way—in the way in which a price-fixing cartel would be—but, nonetheless, has the effect of “raising rivals’ costs.” That impact on competitors’ prospects, in turn, can help expand or maintain a leading firm’s dominant position—the raising-rivals’ costs analysis would make this a presumptive violation of monopolization or abuse-of-dominance provisions in antitrust law.

Almost any conduct by a leading firm, however, can have the effect of raising rivals’ costs. While additional screens can be used to restrict the impact of what is essentially an open door to enforcement prospects, the tests that have been put forward do not provide sufficiently clear and exact-

---

17 See, e.g., Ronald A. Cass & Keith N. Hylton, Preserving Competition: Economic Analysis, Legal Standards, and Microsoft, 8 GEO. MASON L. REV. 1, 11-14 (1999) (describing, inter alia, a complaint by Salop & Romaine that Microsoft’s contracts with firms using its PC operating system did not all expire on the same date (creating a coordination problem and raising entry costs for makers of competing operating systems in violation of the antitrust laws) and explaining how changing Microsoft’s approach would have a similar impact on rivals’ costs and provide the same basis for alleging a violation of the antitrust laws).
ing limitations on this concept so as to put effective bounds around the set of acts that can trigger antitrust enforcement activity.\footnote{Compare Salop & Romaine, supra note 16, with Ronald A. Cass & Keith N. Hylton, Antitrust Intent, 74 So. Cal. L. Rev. 657, 660 (2001), Frank H. Easterbrook, Allocating Antitrust Decisionmaking Tasks, 76 Geo. L.J. 305 (1987), and Frank H. Easterbrook, Vertical Arrangements and the Rule of Reason, 53 Antitrust L.J. 135 (1984). See also Kenneth G. Elzinga & David Mills, Predatory Pricing and Strategic Theory, 89 Geo. L.J. 2475 (2001); William H. Page, Microsoft and the Limits of Antitrust, 6 J. Competition L. & Econ. 33 (2010).} Therefore, under theories like raising-rivals’ costs, antitrust enforcement authorities can essentially initiate action against any leading firm for conduct that, on its face, is not readily distinguished from the ordinary business operations of a competitive firm.\footnote{See Cass & Hylton, supra note 17.} This broad discretion creates considerable risk that the process of picking and choosing among potential targets will distort competition in much the same way that implementing highly targeted, or firm-specific, industrial policy might.\footnote{For evidence that competitive rivals seek just that result from public antitrust enforcement and at times are effective in helping to obtain it, see William H. Page, Microsoft and the Public Choice Critique of Antitrust, 44 Antitrust Bull. 5, 11 (1999).}

In rapidly changing high-technology industries, the problems can be especially acute and can threaten innovation as well as competition. High-technology industries are often characterized by large up-front investments in research and development, intense competition for breakthrough innovations, large economies of scale, and potential “network effects” that produce big gains over some time period for the most successful innovators. These are the characteristics of “winner-take-all” or “winner-take-most” markets.\footnote{See, e.g., Nicholas Economides, The Economics of Networks, 14 Int’l J. Indus. Org. 675 (1996).} For some antitrust scholars and enforcement authorities, these characteristics make it especially critical to take action swiftly to prevent entrenchment of a dominant firm’s position or its expansion—into other product or geographic markets or through increased market share—beyond the ambit of existing leadership.\footnote{See, e.g., Michael Katz & Carl Shapiro, Antitrust in Software Markets, in Competition, Innovation and the Microsoft Monopoly: Antitrust in the Digital Marketplace 29 (Jeffrey A. Eisenach & Thomas M. Lenard eds., 1999); Jonathan Baker, “Dynamic Competition” Does Not Excuse Monopolization, 4 Competition Pol’y Int’l 243 (2008); Joel Klein & Preeta Bansal, International Antitrust Enforcement in the Computer Industry, 41 Vill. L. Rev. 173 (1996); Mark Lemley & David McGowan, Legal Implications of Network Economic Effects, 86 Calif. L. Rev. 479 (1998); Daniel Rubinfeld, Deputy Assistant Attorney Gen., Antitrust Div., U.S. Dep’t of Justice, Competition, Innovation, and Antitrust Enforcement in Dynamic Network Industries (Mar. 24, 1998) (addressed to the Software Publishers Association), available at http://www.justice.gov/atr/public/speeches/1611.htm; Christine Varney, Assistant Attorney Gen., Antitrust Div., U.S. Dep’t of Justice, Address to the Center for American Progress (May 11, 2009), available at http://www.justice.gov/atr/public/speeches/245711.pdf.} For those antitrust enthusiasts, the fear is that network effects will provide a ratchet toward ever increasing domi-
nance and ever decreasing competition: the more valuable it is for people to share the same network—physical, technological, or social—the more different things will be drawn into the orbit of the dominant firm, just as astronomical entities with greater masses inevitably exert stronger attractive powers on other objects in space. \(^{23}\) The message from these scholars and officials is that it is best to err on the side of enforcement.

The characteristics that often lead to dominance within a particular market sector, however, invite investments not only in contesting the initial innovation. They also invite finding follow-on improvements and, even more so, in discovering the next game-changing innovation, something that can come at unpredictable times from unpredictable sources and can swiftly upend market expectations. \(^{24}\) Even markets that are not “contestable” in the immediate term—in the sense of firms being able to enter on a temporary basis to constrain pricing flexibility, even, theoretically, in a monopoly market\(^{25}\)—may in fact be contested in a more meaningful way at each critical stage of development. These markets may be especially contested if one recognizes that the relevant market over the longer term encompasses the next generation of products that will supplant the current generation. \(^{26}\) That recognition keeps temporarily successful firms wary of losing their position as market leaders at the same time that leading firms appear sufficiently dominant over a market segment to attract both complaints from rivals and antitrust attention from government officials.

If successful firms trying to stay on top in industries that can change rapidly and unpredictably often become targets for antitrust scrutiny, rational calculations of innovation costs—investments that help firms succeed—will necessarily include the (discounted) cost of contesting antitrust challenges, as well as the costs of directly pursuing innovation. Antitrust inquiries can exact extraordinarily high costs from target firms both in direct expenditures and in distraction from core business operations. \(^{27}\) That is true even for inquiries that do not result in suits, as enterprises facing the possibility of a long, expensive lawsuit—and, if the suit is lost, a potentially expensive and disruptive remedy—obviously will respond by trying both to persuade enforcement authorities that their conduct has been lawful and to

---

\(^{23}\) See, e.g., Lemley & McGowan, supra note 22.

\(^{24}\) See generally Cass & Hylton, supra note 17 (discussing the side of network effects not emphasized by antitrust enthusiasts).


\(^{27}\) As discussed in the following section, IBM is an example of both of these points: responding to the litigation brought by the United States in the late 1960s cost the firm over $1 billion, which would be the equivalent of approximately $4 to $5 billion in 2010, and led to management decisions that cost the firm even more out of concern over their effect on both the immediate and potential future antitrust litigation.
avoid conduct that will increase the prospect of an action being filed. Both
the direct and indirect costs of reacting to the enforcers’ inquiries can be
extremely large. While rivals will applaud such impositions on a leading
enterprise, there often is little reason to expect that these inquiries will be
socially beneficial, at least if pursued beyond an initial, cursory review.²⁸

Furthermore, the costs of antitrust inquiries and prosecutions by en-
forcement authorities will influence behavior of prospective targets before
any specific investigation is begun. As the expected costs associated with
antitrust investigations and litigation rise, incentives decline for investment
in the activities that will generate potential antitrust enforcement including
investments in initial innovation, follow-on improvements, and aggressive
competitive conduct—often exactly the sort of conduct that results in lower
prices, improved products, and reduced costs of acquisition, access or opera-
tion for consumers. “Aggressive competition” may sound problematic to
antitrust enforcers and antitrust-enthusiast academic theorists. Imagine,
however, a business that wants to succeed by offering not the “lowest prices
guaranteed” but just “low-ish prices, sometimes.” There is a considerable
difference to consumers from the contrasting approaches indicated by those
different undertakings, and consumers tend to benefit from the more ag-
gressively competitive approach. Excessively vigorous antitrust enforce-
ment activity inevitably translates into insufficiently vigorous competition
in exactly the markets that the enforcers and theorists want to make com-
petitive.²⁹

In addition to the problems caused by the investigations and suits
themselves—problems that exist even if suits are not won by the govern-
ment or, indeed, if they are not brought after serious, extensive investiga-
tion—there is a special problem that needs to be considered in cases where
the government wins by succeeding at judgment or by inducing settlement
that is something other than an effective capitulation by the prosecution. In
cases where the government succeeds in its suit, the question of remedies
becomes acute: what remedy will prevent the problems the government has
identified, deter similar offending conduct in the future, and make the mar-
ket work better for consumers? In fast-moving high-technology industries,
that is not an easy question to answer. Imposing a remedy that looks essen-
tially like a version of industrial regulation, as the European Commission
did in its litigation against Microsoft, or breaking up a company, as oc-
curred with AT&T following its 1984 settlement with the U.S. Department

²⁸ See infra Section III.
²⁹ Not only will potential target firms behave in ways that are less conducive to providing lower
prices—and other benefits—to consumers, so will other firms. Similar strategic interactions are ob-
served in many aspects of behavior addressed by antitrust law. See, e.g., KEITH N. HYLTON, ANTIMONO
LAW: ECONOMIC THEORY AND COMMON LAW EVOLUTION 223-26 (2003); Frank H. Easterbrook,
Predatory Strategies and Counterstrategies, 48 U. Chi. L. Rev. 263, 264 (1981) (concluding that anti-
trust law should not take predation seriously).
of Justice (DOJ), even if sometimes beneficial, inevitably has costs for consumers and for society, and these costs can exceed the costs of tolerating “abuses” by the dominant firm.

The remedial question has been tackled by others and will not be the focus of this paper. Instead, the focal point here is the question of what government enforcement authorities should be doing when considering whether to bring enforcement actions. The suspicion of wrongdoing is not uncommon in any competitive business setting, but it is another matter altogether to find real problems that violate the law and will not be corrected by ordinary market forces, or will not be moderated sufficiently to substantially lower the potential benefit from government-initiated antitrust intervention. Looking at some examples of past government assessments of potential antitrust targets suggests lessons for future decisions.

IV. GHOSTS OF ANTITRUST PAST

Four notable antitrust enforcement initiatives targeting iconic American enterprises—IBM, Microsoft, General Motors, and AT&T—provide a window into the way that government enforcement efforts function and the sorts of considerations and information available to enforcement officials when they are making their decisions. These four episodes include three long-running antitrust actions and one instance in which the government decided against litigation after years of investigating and gearing up for a prosecution.

A. The IBM Case

The paradigmatic case for ill-conceived antitrust enforcement may be the action filed against IBM as President Lyndon Johnson’s administration departed in 1969. This was the Ramsey Clark Justice Department’s signature antitrust enforcement action. The DOJ accused IBM of illegally monopolizing the market for computers. A great deal has been written about the substantive side of the case, which, among other things, rested on the government’s assertion that IBM violated section 2 of the Sherman Act by bundling sales of its mainframe computers with sales of software and maintenance services. There is a great deal to criticize in the concept at
the heart of the IBM case, given the almost universal use of similar bundling practices even in the most aggressively competitive markets, and the evidence that these practices often benefit consumers. Even for those who are not entirely sold on the arguments against tying theory in general, the central assertions in the IBM case seem questionable.

Even more problematic, however, was the government’s position on the relevant market within which IBM operated and which it was asserted to monopolize. The DOJ defined the market narrowly to include only general purpose electronic digital computers, a definition that excluded a large number of other computers. That market definition did not take account of the reality of competition in the marketplace from numerous machines that, if not providing the same computational heft as IBM’s mainframes, nonetheless offered computing options that in combination could certainly substitute for mainframes. Undoubtedly, the suggested market definition was useful strategically. However, the definition also probably fit the sincere views of those in the DOJ overseeing the case that IBM was in fact a heavyweight astride the computer market and actively working to prevent others from competing effectively.

The DOJ’s view of the market was demonstrably too narrow to capture the actual competitive conditions among those providing and utilizing computing equipment. More importantly, this view seriously misjudged the way the computer market, more broadly conceived, was evolving. Judge Michael Boudin (a former antitrust litigator and prominent antitrust official), writing shortly after the case had ended, explained the difference between what the officials saw and what was actually occurring and about to occur in the market:

When the government began its investigation, IBM appeared to be an even more powerful figure, operating in a narrower market, than it is today. In the mid-1960’s, IBM was triumphing over such other giants as RCA and General Electric in the production of mainframe computers. Newer competitors, including leasing companies and specialized computer companies, had barely begun to emerge. Mini- and microcomputers, product lines in which IBM

---


34 See, e.g., FISHER ET AL., supra note 31, at 61-75.
has been less dominant (though gaining fast), had not yet posed their present challenge. Dis-
distributed data processing was just developing, as was foreign competition.35

From the vantage of twenty years after the government’s capitulation in the IBM case, it is clear that IBM’s early success in smaller computers, as noted by Judge Boudin, did not last, making the lasting dominance of IBM over computing hypothesized by the government at the start of the antitrust case even less sensible. It is also clear today just how much the development of smaller computers was able to replace functions formerly performed by mainframes, despite the supposition that there was not real competition between them.36

In addition to the weakness of the underlying allegations from an economic perspective, those who have studied the IBM case have reported the toll the case took on the company.37 Financially, the case was a significant drain on the company, costing IBM approximately $1 billion, a figure that would be equivalent to between $4 and $5 billion today.38 Waldman sup-
poses that making such an enormous investment in developing a suitable PC operating system would have completely changed the fortunes of IBM and Microsoft.39 It follows as well that this might have altered the fortunes of the entire array of computer makers tied to the evolution of Microsoft’s operating systems.

More significant than the draw on IBM’s funds were two other by-
products of the antitrust litigation. The first of these byproducts was the distraction of IBM’s executives from planning and executing functions nec-

cessary to IBM’s long-term business interests. The second was the active discouragement of decisions that would have benefitted the business but might have triggered further antitrust action.40 The government collected more than 750 million documents, pried into every aspect of the firm’s opera-
tions, and threatened to impose severe sanctions on the firm for practices


36 This occurred both through rapid increases in the computational power and date storage capaci-
ties of the smaller computers and through developments such as linked-distributed computation that changed the way computers are used.


39 Id.

40 CARROLL, supra note 37, at 57.
that seem indistinguishable from what competitors normally do. This was an inquiry that “paralyzed IBM.”  Bill Kovacic noted both the inhibition on aggressive competition and the distraction from focusing on the core business considerations, stating “[t]he diversion of firm personnel to support the case, as well as the time employees spend in casual conversation or mental speculation about the status of the case, silently bleeds the company’s creative resources and blurs its competitive vision.”

It is not possible to know what would have happened without the antitrust suit. Perhaps IBM would have moved aggressively to develop a better operating system for smaller computers. Perhaps IBM would have invested in Microsoft. Perhaps it would not have allowed Microsoft to enjoy free rein in licensing the operating system they collaborated on to others or would have insisted on a share of the proceeds from that part of the business. What is clear is that the market was evolving in ways that undermined the position of dominance IBM had enjoyed and that this evolution had roots that predated the case and also was affected by, decisions reached during and after the litigation. DOJ lawyers plainly did not foresee those developments, which led to an unnecessary suit and ultimately the decision to abandon the case, even if the legal precedents may have provided some prospect of success in court. Judge Boudin summarized the saga:

*United States v. IBM* appears in retrospect to be one of the great misadventures in antitrust litigation. After thirteen years of discovery and trial, a legal cast of thousands, and millions of dollars in litigation costs, the United States obtained dismissal of its own complaint and conceded that its case was 'without merit.'

In the end, the case stands for the proposition that government officials, even with the benefit of extensive investigation and expertise, are unlikely to appreciate the most important sources of competition to enterprises that dominate a particular market and are especially prone to ill-advised interventions based on theoretical objections to market structure.

42 Kovacic, *supra* note 37, at 1289.
43 See generally Crandall & Jackson, *supra* note 30 (detailing some of the predictions made by players in the computing hardware and software businesses—including Gordon Moore’s eponymous law respecting computing power and prices—and the investments in the mini-computer side of the market that were being made, but not necessarily recognized or appreciated, by those engaged in the IBM antitrust battle).
45 Id. at 835.
B.  *The Microsoft Case*

Conventional antitrust wisdom has it that the government’s case against Microsoft Corporation was essentially a reprise of the *IBM* case three decades later. It was a sort of karmic turn in the evolution of computing, so far as Microsoft’s success can be traced to IBM’s leaders’ fears of further attention from antitrust enforcers if the company pushed forward with investments in firms or technologies that might compete with IBM’s. This view of the *Microsoft* case is only partially correct, but the case does share some common ground with *IBM*.

Like *IBM*, *Microsoft* was a case developed by the Federal Trade Commission (FTC) and DOJ that challenged the then-dominant technology company in the area of computing that looked destined to dominate that sector for the foreseeable future. The DOJ asserted that a variety of Microsoft’s contracting and licensing practices unduly restricted rivals’ ability to compete. Like *IBM*, the government’s case viewed Microsoft’s conduct largely through the lens of its impact on competitors, with assertions of consumer harm developed as derivative of the limitations on competing businesses. And like *IBM*, the government’s case rested on a relatively narrow market definition, looking only at operating systems running on IBM-compatible personal computers—a definition that, for instance, excluded Apple’s operating system.

In *Microsoft*, while the first iteration of the government’s enforcement effort focused exclusively on contract and licensing issues, the second round, which came in the late 1990s, alleged that Microsoft violated the Sherman Act by including an Internet browser in its operating system and by offering the browser free of charge. This count was similar to the charge that IBM had unlawfully bundled together its hardware, software, and services, but moved beyond *IBM* by pinning the government’s arguments more fully to the concept that network effects explain both the motivation for Microsoft’s conduct and the harm done by it to competition in the market.

As with *IBM*, the *Microsoft* litigation has spawned considerable argument regarding the economic and legal theories that underlay the government’s case, or, more accurately, cases. Some of the government’s assertions about Microsoft’s contracting practices and license terms demonstrate

---


the incredibly flexible nature of the raising rivals’ costs approach, leaving Microsoft subject to challenge no matter what it did in making some business decisions.\textsuperscript{49} Assertions respecting the bundling of a browser with the PC operating system had the quality both of at least arguable internal inconsistency—essentially making Microsoft guilty of over-charging and under-charging for its operating system—and of freezing development of Microsoft’s most important product, depriving it of the ability to include features routinely incorporated in competing operating systems. The government’s reliance on network effects arguments has been challenged as well on grounds that it endeavored to lower the bar for finding a Sherman Act § 2 violation and that it mischaracterized the operation of the market. Network effects may explain some of the working of the computer operating system market, but not all; scholars point out, for example, that these effects did not suffice to induce consumers to use Microsoft’s Internet browser when that browser did not work well enough to satisfy their needs.\textsuperscript{50} Moreover, if the PC operating system market is characterized by strong network effects, much of the observed market outcomes would occur naturally, regardless of the course Microsoft charted.\textsuperscript{51} While the case had a number of twists and turns, culminating in a nominal win for the government, the most far-reaching conclusions were not upheld. In particular, the test on tying, argued by the government, was rejected by the U.S. Court of Appeals for the D.C. Circuit.\textsuperscript{52} The appellate court’s decision crafted a special rule for tying in computer software cases, one that created a substantially higher hurdle for the government than prior precedents suggested and certainly far higher than the rule urged by the government and accepted by the District Judge.\textsuperscript{53} Academic argument regarding the right test continues, but the government has not won a major tying decision in the aftermath of Microsoft and no doubt will face an uphill battle on that front in any high-technology case, not only in cases involving computer software.

Above all, the Microsoft case should be seen as another example of the difficulty of predicting the evolution of markets and the strong likelihood that government antitrust enforcers will take too-limited a view of the scope of market competition, reflected in too-narrow a definition of the relevant product market. As Crandall and Jackson explain, the market definition urged by the government and adopted by the district court looks unduly narrow in at least two critical respects. First, the definition artificially omits features that are routinely included in operating systems from Microsoft,

\textsuperscript{49} See Cass & Hylton, \textit{supra} note 17, at 19.
\textsuperscript{50} See LIEBOWITZ & MARGOGLIS, \textit{supra} note 47.
\textsuperscript{51} See Nicholas Economides, \textit{The Microsoft Antitrust Case: A Case Study for MBA Students}, Apr. 2003, at 10.
Apple, GNU/Linux, and other major sources of PC operating system software.\textsuperscript{54} That was true at the beginning of the Microsoft case and has become even more evident over time as operating systems increasingly incorporate additional features valued by users. Crandall and Jackson suggest the state of play in operating systems as of 2010, using Apple’s product as an example:

Currently, Apple’s OS X includes a calculator, a chess game, the \textit{New Oxford American Dictionary} and \textit{Oxford American Writer’s Thesaurus}, a DVD player, a font manager, media center software (Front Row), a personal calendar application, Apple’s iTunes digital jukebox, email software, software for limited editing of PDF files, the Safari web browser, a simple text editor that includes such features as smart quotes and kerning, a backup application, a data and equation graphing application, and an X11 windowing package.\textsuperscript{55}

The expansion of operating systems mirrors the evolution of other products, especially complex, high-technology products. These products frequently include features valued by a large number of consumers in order to raise the value of the product and decrease search and acquisition costs. The smartphone is an example, consisting of a cell phone, an Internet browser, calculator, camera, calendar, note pad, address book, alarm clock, and dozens of other features. Conceiving it as a phone with other features grafted on misses the point—consumers value a product that has the other features embedded as well, much as automobile purchasers value being able to acquire a product that already has a music system, navigation system, climate control, and other features that go beyond the drive train, chassis, and engine.\textsuperscript{56}

The second dimension in which the government’s market definition was too narrow looks to products that either did not exist at the time the Microsoft case was initiated, or that seemed to the untrained eye to have been very distant from the world inhabited by PC operating systems. Crandall and Jackson point to the roles that tablets and smartphones play today, functioning in ways that overlap with PCs; the operating systems running on those devices necessarily are competitive in significant measure with the operating systems running on PCs.\textsuperscript{57} In fact, recent studies show that the

\textsuperscript{54} See Crandall & Jackson, \textit{supra} note 30, at 13.
\textsuperscript{55} \textit{Id.}
\textsuperscript{57} Crandall & Jackson, \textit{supra} note 30, at 36-37.
majority of time spent on smartphones now is devoted to activities other than telephone conversations.\(^58\)

The same point holds for other products, such as servers, and for cloud computing as well, which increasingly offers an alternative to the PC and to a variety of features typically included in the PC operating system. The smarter the cloud and the more consumers rely on it, the less they need similar applications in a PC or its operating system. Although the government drew a picture of Microsoft as a company without serious competition, the company’s leaders recognized that the next generation of high-technology firms—companies like Google—had the potential to turn the Internet into a substitute for much of what was being done by the PC and the systems that make it run.\(^59\) As with IBM, no one can say what Microsoft would have done without the distraction and concerns introduced by the various antitrust actions it faced at home and abroad.\(^60\) Nevertheless, it is plain that the


real competitive threat to the company came from innovations that lay outside the market as government officials saw it.

C. General Motors—The Case That Wasn’t

Well before Microsoft was under antitrust scrutiny, indeed, before it was incorporated, antitrust enforcers were taking a long, serious look at another company that seemed to be an unstoppable colossus, due in large measure to network effects. The company was General Motors (GM). From the mid-1930s to the mid-1970s, GM was the dominant automobile firm in the U.S. and, at least for most of this period, the world. It was the largest corporation, measured by sales or profits, year after year. GM was not merely a corporate giant; it was gigantic by almost any measure for any enterprise. In 1965, for example, revenues at GM “exceeded the combined general revenues of the state and local governments of New York, New Jersey, Pennsylvania, Ohio, Delaware, and the six New England states.”

General Motors accounted for between 40% and 50% of automobile sales in the U.S. during this forty-year stretch. Its success was attributed, among other things, to what are often termed indirect network effects—effects dependent on the number of people using a product or service but not necessarily on the ability of those people to interconnect directly with one another. GM had a large network of dealers, including dedicated after-purchase service expertise, which was a critical consideration for many consumers in choosing which automobile to buy. Not surprisingly, when buying a car, consumers want assurance that there will be sufficient quantities of parts available for repairs far into the future and that repairs services will be available at locations convenient to them. The larger the number of simply reveals the difficulty of knowing how markets would develop without the government handicapping one player.

63 MORTON MINTZ & JERRY S. COHEN, AMERICA, INC.: WHO OWNS AND OPERATES THE UNITED STATES 6 (1971) (citing The Massive Statistics of General Motors, FORTUNE, July 15, 1966) (this collection of states included three of the top five by population and five of the top ten, not to mention America’s (and the world’s) largest city).
64 See White, supra note 61, at 119-23.
cars sold by a given company, the easier it is to support a repair network. Conversely, the larger the repair network, the more valuable the car, other things being equal, and the easier it is to make additional sales. Those who were thinking about the economics of the car market in the 1950s, 1960s, and 1970s did not conclude that network effects in the automobile business inevitably led to a tipping point that would send all or almost all the purchasers to the company with the most sales and service franchises. But commentators did conclude that considerations flowing from economies of scale affecting service availability and related matters helped limit the number of car companies that could compete effectively—not coincidentally, offering an explanation for the continuing decline of companies over that period. In the mid-1960s and again in the mid-1970s, federal antitrust enforcement authorities—first in the DOJ, then in the FTC—were concerned enough with the concentration of the automobile industry among the “Big Three” U.S. automakers, and with GM’s dominance in particular, to reach at least tentative decisions to file charges against GM for unlawful monopolization and to seek a breakup of the company.

The cases were prepared after decades of GM’s dominance and, simultaneously, the Big Three—GM, Ford, and Chrysler—American car companies’ market share stayed at 80% to 90% of the U.S. market. But, as Tim Muris, former FTC Chairman, notes, the antitrust enforcers’ concerns about enduring market dominance were oddly timed, to say the least. The issue here was not one of market definition but of understanding the dynamics of the market. One of the key assumptions behind the move to break up GM was that foreign automakers would not provide significant competition to domestic products in the U.S. market. The assumption was based on retrospective evaluation of the U.S. automobile market and personal experience of a small number of government officials based on the East Coast. However, the information needed to at least generate some skepticism about the foreign-cars-don’t-matter assumption was not inaccessible, as illustrated by Muris’s description of his reaction at the time:

---


67 See John S. McGee, Economies of Size in Auto Body Manufacture, 16 J. L. & ECON. 239, 262-64 (1973); White, supra note 61, at 120 (the decline of alternatives to the leading U.S. automobile makers over much of the period seemed to be a continuation of a trend that held from the early 1920s, when there were roughly ninety U.S. automakers).


69 Muris, supra note 68, at 4-5.
Having grown up in California, where foreign cars were increasingly prominent, I found this conclusion bizarre. At that time, I owned a Toyota Corolla; like many other baby boomers, I did not own an American-made car until I discovered the SUV in the 1990s, when I also purchased a Saturn.70

As the last round of charges was being prepared, import shares in the U.S. car market were rising rapidly, and would continue to rise steadily over the next decade before pausing, then rising again. Imports accounted for an average of less than 1% of U.S. car sales between 1946 and 1955 and roughly 6% between 1956 and 1965, but that figure rose to more than 10% between 1966 and 1970, more than 15% between 1971 and 1975, over 20% between 1976 and 1980, and more than 25% between 1981 and 1985. By 2009, non-American brands accounted for over half the U.S. automobile market; GM, Ford, and Chrysler (which had been bought and sold by German automaker Daimler Benz, and in 2009 was acquired by Italian automaker Fiat) together accounted for the same share of the market that GM alone had commanded thirty years earlier, with Honda’s U.S. sales exceeding Chrysler’s, and Toyota’s surpassing Ford’s.71

Changing reputations for service and quality and changing demands for fuel efficient vehicles no doubt played a role in the movement among brands’ market shares.72 While these were not entirely predictable in 1965, by 1975 there certainly was enough evidence that these factors were sources of potentially significant changes in the U.S. car market and in the fortunes of GM and other U.S. car companies. As Muris notes, that was not sufficient to keep the antitrust enforcers from trying to move forward, though by the early 1980s the changes taking place in the market were sufficiently clear to end the effort to break up GM. At that time, the company had, between 1970 and 1980, slid from first to eighth place in the ranking of most valuable American firms. When the financial crisis hit in 2008–2009, GM appealed to the government for an infusion of federal funds to keep the company afloat.73 By that time, the antitrust authorities were making their final effort to end what they saw as GM’s long-run dominance. In other words, its run was coming to an end.

70 Id. at 5.
D. The AT&T Case

Another major case for government antitrust enforcement was the long-running investigation and litigation against AT&T, culminating in the Modified Final Judgment of the District Court in 1982 and the firm’s breakup in 1984. The case, filed in 1974, asserted that AT&T, the dominant telephone company for a century, had suppressed competition in the long-distance and terminal equipment markets. The divestiture of various parts of “Ma Bell’s” operations separated its businesses into regional holding companies that oversaw local telephone services and a core set of long-distance and research functions.\(^74\)

The goal for antitrust authorities was to inject increased competition into the long-distance telephone services market and bring down long-distance costs. In that respect, the litigation may have succeeded, if judged only by the change in market shares post-breakup. AT&T went from more than 90% of long-distance revenues in 1984 to less than 40% in 2000.\(^75\) How much of this change can be connected to the antitrust case and its remedy, however, is questionable. As Eli Noam has argued, there is ample reason to think that similar changes could have occurred in other ways.\(^76\)

During the post-divestiture period, the market was changing in several dimensions, most notably the technology for delivering communications services and the nature of demand for those services. Within a few years, pieces of the broken up system began recombining, and twenty years on, one of the original “Baby Bell” regional operating companies acquired what remained of AT&T (and changed its name to keep the iconic label).

What made this case exceptional, more than anything else, was that the pricing of the market that the antitrust officials targeted—telephone services—was controlled primarily by other government officials. AT&T was a regulated monopoly. Its prices and practices were subject to government supervision. And the conduct that was deemed suspect by antitrust enforcers was directly responsive to decisions of the FCC and, to some extent, the courts. For decades, the FCC had followed a policy of pushing telecommunications providers, primarily AT&T and other components of its Bell system, to provide “universal service” at relatively uniform rates, regardless of geography and actual costs. That policy meant that the telephone compa-


\(^{75}\) See Crandall & Jackson, supra note 30, at 15.

nies used funds provided by higher charges for long-distance services to subsidize services for rural and other higher-cost users.77

When the technology of long-distance service began to change in the 1950s and 1960s, AT&T naturally resisted steps that would have facilitated competition. Increased competitive provision of long-distance services would have had the effect of eroding the revenue source for the subsidies without limiting the obligation to subsidize high-cost users. The typical regulatory response against such “cream-skimming,” real or perceived, is to restrict competition.78 But the FCC and the courts permitted competitive entry in relatively high-revenue facets of the market, setting up the steps taken by AT&T to protect its revenue stream.79

The FCC’s continued imposition of subsidy arrangements without insulation of the supporting revenue stream had the following consequences: first, AT&T took steps to disadvantage its rivals in the competitive part of the market—to protect the revenues used, among other things, for the cross-subsidy; second, antitrust officials brought the litigation aimed, among other things, at preventing that response; and, third, AT&T repeatedly asked the FCC either to relieve it of expensive obligations toward subsidized customers or to impose similar obligations on competitors.80 It is not clear that the defense AT&T mounted, rooted in the reasoning that significant portions of the telephone industry arguably constitute a natural monopoly, at least within the set of technologies in use at the time of the litigation, was

77 See, e.g., KAHN, supra note 8, vol. II, at 147-52; MITCHELL & VOGELSANG, supra note 5, at 162-63.
78 See, e.g., KAHN, supra note 8, vol. II, at 7-10.
sound.\textsuperscript{81} At the same time, there is a considerable question as to whether the underlying case brought against AT&T stood on solid economic and legal ground.\textsuperscript{82} The government had sufficient difficulty establishing its original claims that, part-way through the litigation, it shifted position, re-framing a key claim as the novel assertion that AT&T’s prices were set “without regard to cost,” as opposed to the well-established legal ground that the prices were predatory.\textsuperscript{83} Whether or not the industry, in relevant part, constituted a natural monopoly, it is questionable how competing firms would have fared afterward if not given preferential treatment for an extended period, including, for many years, access to facilities that AT&T had an obligation to provide.

In a real sense, the antitrust suit was the product of a sharp difference of visions between antitrust enforcement officials and officials charged with regulating the telecommunications industry. The technology of the industry was changing, and within a generation the seemingly inevitable and indestructible monopoly of AT&T had ended, victim of shifts to cellular telephony, enhanced data communications, and changing cost structures for communication, as well as a dramatically changed regulatory environment. Whether the regulatory authorities did well or poorly, it is doubtful that antitrust authorities had better information or better legal basis for endeavoring to remake the industry.

V. LESSONS AND SUGGESTIONS

The four antitrust cases discussed in Part IV share the characteristics of a great deal of industry regulation. All four episodes targeted firms that had become leaders in their industries, selections based in part on the supposition that the firms’ leadership was being extended or expanded due to conduct that disadvantaged competitors. That behavior is not atypical for regulatory agencies, which are commonly responsive to concerns of com-
petitors in regulated industries; indeed, such concerns are the genesis for much of the body of regulations in fields outside antitrust.84 Furthermore, in all but one of the antitrust cases discussed here, the conduct at issue looked a great deal like ordinary competitive conduct.85 In particular, use of networks to promote business dealings is neither nefarious nor confined to monopolies, and bundling features or products together is a nearly ubiquitous practice, utilized by businesses in the most highly competitive fields as well as by dominant firms.86

Much like any other government official who faces arguments against regulatory intervention as a matter of course, antitrust enforcement officials commonly tend to discount arguments against government engagement in a particular matter. That suggests, in particular, skepticism regarding assertions by enforcement targets that challenged conduct is pro-competitive. Naturally, companies that are under investigation will claim that their conduct increases efficiency, reduces cost, or raises value to consumers. Those are the explanations that generally defeat antitrust actions. At the same time, the arguments against the efficiency or consumer benefit of the targets’ actions should be viewed with equal skepticism, as they are pushed principally by people with every bit as great an interest in slanting the argument.

This stand-off makes the predispositions of the government enforcement officials, who are supposed to be the honest brokers in sorting through the arguments, critical. While the theories available to explain the data are important,87 the officials’ own inclinations often are conclusive in selecting among competing theories. These inclinations, in a wide array of cases, provide alternative views on what conduct is problematic, why, and what risks attend intervening or leaving markets to sort things out. There is no need for officials to be consciously self-interested or, indeed, to think of anything but their view of what best serves the public, for their personal inclinations to be critical to decision outcomes. As with other contested decisions, the availability of different potential constructs increases the importance of other influences, and the more balanced the contest among

84 See FRIEDMAN, supra note 4; Krueger, supra note 9, at 291-303; Stigler, supra note 5, at 3-21.
85 The one exception is AT&T, which was acting not in a manner that looks like ordinary competition, but in a manner that seemed responsive to special constraints and inducements of regulation.
86 See, e.g., BORK, supra note 32, at 375-81; Cass & Hylton, supra note 32; HYLTON, supra note 29, at 279–301; POSNER, supra note 30, at 205-07; Sidak, supra note 32, at 8-9. In fact, such practices at times are responses to competition, not evidence of its absence. See, e.g., Hal R. Varian, Market Structure in the Network Age, in UNDERSTANDING THE DIGITAL ECONOMY: DATA, TOOLS, AND RESEARCH 140-41 (Erik Brynjolfsson & Brian Kahin eds., 2000).
87 As noted earlier, theories like raising rivals’ costs have no doubt affected analysis of antitrust cases by government enforcement officials. It takes a plausible theory to sell an argument. But the degree of plausibility needed for any given theory depends on the skepticism or receptivity of the official who must decide the matter.
those constructs, the larger the role that other factors will play. It is often the case that institutional factors and personal interests produce subtle biases in officials’ policy judgments.

Critics will inevitably complain of policy bias, no matter what position particular officials take, but the likely systematic tilt over time in antitrust will be toward excessive, not insufficient, enforcement. Antitrust enforcement officials often are better served personally if they take a skeptical view of pro-competitive arguments, as there is apt to be greater reward for being at the forefront of high-profile antitrust cases than for being the person who consistently rejected the cases as based on inadequate information and insufficiently strong theoretical basis for finding harm to competition and consumers. Although there is benefit to ending bad cases as well as to bringing them, few former officials become well-known for failing to be involved in significant cases. And in a global market for regulation, including antitrust enforcement, the most aggressive regulators tend to be the ones who are the most well-known and the most in demand. The most important cautions, thus, concern problems that arise from “false positives” of enforcement. With this in mind, the overarching caution to antitrust enforcers that emerges from the cases reviewed above is against presuming that the obvious, common-sense boundaries around a market—what led to the description of IBM as dominating the market for computing, or Microsoft the market for PC operating systems, or GM the U.S. auto market, or AT&T the market for telephone services—appropriately set the field of vision for antitrust enforcement, much less the artificially circumscribed market definitions that enforcers will urge when a case has been initiated. The market boundaries that so often are taken for granted frequently fail to capture the most important sources of competition. While this is true even


89 See, e.g., Malcolm B. Coate et al., Bureaucracy and Politics in FTC Merger Challenges, in CAUSES AND CONSEQUENCES, supra note 12, at 213-30; Roger L. Faith et al., The Antitrust Pork Barrel, in CAUSES AND CONSEQUENCES, supra note 12, at 201-12.

90 See, e.g., Cass, supra note 14, at 137. See Glen O. Robinson, The Federal Communications Commission: An Essay on Regulatory Watchdogs, 64 VA. L. REV. 169, 183-89 (1978), for an explanation of the role that staff, as opposed to political appointees, play in this process.


in markets as “old-line” and seemingly simple as the auto market, it is even more likely to be true in high-technology industries where, almost by definition, new innovations will revise established assumptions.

The market definition problem reflects more than the fact that officials frequently cannot see the changes coming that will dramatically alter competitive conditions in an industry. Almost no one, even those most intimately engaged in the industry itself, is apt to make good predictions about which technologies will succeed or what the ultimate scope of a new technology will be. The most obvious proof of this assertion is a quick check on stock values. For example, IBM’s market capitalization in 1987 reached more than $100 billion, at a time when Microsoft’s was only $3 billion.93 A decade later, Microsoft’s exceeded $145 billion—a nearly fifty-fold increase—just edging out IBM—whose value rose during that period at a rate about 1/100 of Microsoft’s rise.94 At the same time, in 1997, Apple’s capitalization was only around $2 billion, less than 2% of Microsoft’s value, and it was just $7 billion in 2001 when Microsoft’s capitalization stood at $332 billion, a figure slightly over 2% percent of Microsoft’s market cap.95 Yet by April 2012, when Microsoft’s value was $235 billion, Apple’s value hit a peak of around $600 billion, more than double the value of Microsoft and the highest value of any firm on the planet. Those who saw those changes coming would have bought Microsoft stock in the 1980s and Apple stock in the 1990s—by the boatload. There are not many folks—in or out of government—who were that prescient.

The more trenchant flaw in antitrust enforcement is not officials’ failure to identify specific market changes or specific companies that will dramatically rise or fall in value. Rather, the larger problem is that it is exceedingly difficult for government officials to discern the critical factors that explain what actually makes a particular firm dominant, the factors that affect the durability of dominance, or the kinds of change in the market—

---


either on the demand side or the supply side—that could dramatically erode that dominance.\textsuperscript{96} Those who were pushing for antitrust restraints on IBM, Microsoft, GM, and AT&T viewed network effects as the primary source of dominance. This was asserted as the reason that each company would not only continue to dominate a particular market segment, but also the reason each company would be able to increase its presence in that segment or spread its dominance across different products and services. As previously noted, however, network effects also can have just the opposite effect: they can be the reason that a firm’s dominance comes to an end, as the success of a dominant firm can spur investment in competing technologies, including technologies that will tap network effects to replace the successful product or service based on established technology.

In this respect, the current high-technology focus of section 2 antitrust enforcement is especially striking. The list of potential enforcement targets includes an array of firms that were not in existence when the DOJ was suing IBM. Facebook, which is just taking its stock public as this is written, was launched in 2004; Google dates from 1998; Amazon was founded in 1994; Apple, though started in the mid-1970s, was on the brink of bankruptcy in 1997 before its resurgence—making this a reasonable date to think of it as being reborn. Each firm has a business that arguably benefits greatly from network effects.\textsuperscript{97} At the same time, these businesses are also built on technologies that have evolved rapidly, generating new markets or replacing older technologies once considered durably dominant.\textsuperscript{98}

Despite the networks they have established, each of these businesses is also notable for the relative ease with which consumers can switch from one provider or technology to another—allowing consumers to substitute one product or service for another or, in many cases, to add additional products or services from multiple providers at minimal or zero cost. Just as consumers can add new browsers at the touch of a button and can use multiple browsers on their PCs, they can easily switch among search engines and social media. Search is especially easy to diversify, and consumers frequently use different search engines when seeking different types of

\textsuperscript{96} This follows from the broader observation that it is far easier to describe what behavior succeeds in markets than to explain why it succeeds. See, e.g., Easterbrook, supra note 91, at 4. Even then, when behavior is complex, it generally will be difficult to explain the exact contours of the successful behavior.


\textsuperscript{98} The electronic search market, for example, was modest and relatively little-known outside specialized areas (for example, as adjuncts to other research tools in the legal or medical profession) prior to Google, and use of the internet as an encompassing social network was almost completely undeveloped prior to Facebook. In each case, technological innovations provided critical impetus for the establishment of widely recognized and utilized markets.
information, such as switching to a specialized search engine for music or travel.99 Similarly, consumers also can be connected to more than one social network.100 Unlike computer hardware—IBM's principal domain and the focus of the DOJ suit—consumers do not need to make huge investments in equipment or in special tailoring of goods and services for most of the products and services that are currently holding antitrust enforcers' attention. Even more than with the firms challenged before, these are markets in which new firms and ideas come along quickly and take hold fast. Facebook, for example, in only eight years went from a concept that did not make sense to many people over the age of forty to a business with more than 900 million users.101

Of course, it is not enough to tell antitrust enforcers to “just say no” to dominance cases (pace, Nancy Reagan). Enforcement officials charged with implementing the law do not have the luxury of assessing the law’s net benefit and deciding to put it on the shelf if the net effect is negative, not positive, for society. Yet, like other prosecutors, antitrust enforcers have wide latitude in choosing when to take action and their decisions should be sensitive to such societal effects.

The question, then, is what should officials do when asked to look at claims against leading firms in arenas where evolving market conditions might make intervention unnecessary at best and counterproductive at worst? There have been efforts under both Democrat and Republican administrations to incorporate a dynamic analysis, of sorts, into the evaluation of markets and the calculation of appropriate government action.102 However, these efforts have been partial and incomplete. They have not focused primarily on dynamic analysis as a commitment to attending the prospects, means, and extent to which broader competitive forces and innovations constrain the behavior and effects of dominant firms. Instead, much of the analytical effort has been devoted to exposing reasons for doubting static

---

99 See Matt Asay, Why Grill Google Over Web Dominance? It Has None, REGISTER (Oct. 4, 2011), http://www.theregister.co.uk/2011/10/04/google_anti_trust_yesterdays_news/ (“Google may own the ‘index search market,’ but think about where people go to search for people (Facebook or LinkedIn), facts (Wikipedia), restaurants (Zagat (now owned by Google), Yelp, OpenTable), travel (Kayak, TraveLocity, Expedia, Orbitz) and property (Zillow, Realtor.com) to name just a few.”).

100 For example, think of the Facebook user who also is connected through LinkedIn for business associates. If that user is moderately technologically oriented, they could additionally turn to Twitter for sharing some spur-of-the-moment thoughts more directly or immediately, Flickr for photos, and so on.

101 See Shai Ahmed, Facebook a Passing Fad? 900 Million People Can’t Be Wrong: CEO, CNBC (May 15, 2012), http://www.cnbc.com/id/47425068/Facebook_a_Fad_900_Million_People_Can_t_Be_Wrong CEO.

indications that markets are competitive rather than to identify the ways in which dynamic changes will increase competition and correct perceived distortions.103

Despite these efforts, the dominant direction of dynamic market forces’ effects, especially those aligned with innovation, is toward greater constraints than a static analysis will perceive.104 However, the critical question for enforcement officials generally will be the effects’ magnitude, something for which analytical tools are still deficient. On that score, even careful attention to dynamic issues may not be availing. After all, the problem is not so much inattention to the possibility that there will be constraints on market leaders that are not readily visible to the regulators, but rather the relative impenetrability of serious analysis of what dynamic effects will be.

With that limitation in mind, the best advice for antitrust enforcement officials is not a set of rigid rules, but a set of cautions. Here are four of them:

First, antitrust enforcers should be wary of starting proceedings, tempting as it is to make that the standard result in difficult cases. Like setting up a committee in academic life, it is easy to see this as a compromise between rash action and inaction, a result that has the appearance of doing something, but without the ill effects of doing the wrong thing. That is why setting up a committee is the institutional default in academic life. This view is illusory; instituting a formal investigation always has consequences. Instituting an investigation of single-firm conduct burdens the company and prejudices market competition. Enforcers should make saying no the default, not saying yes to a first step on the theory that, it is just a first step.

Second, enforcement officials should only start proceedings if they are persuaded that there is very strong evidence already available on four counts: (1) The evidence should show that the market at issue is not only dominated by a given enterprise, but that it looks extremely doubtful that forces at play outside that market’s narrow confines have the prospect of significantly altering the current market model or of replacing the relevant product or service for at least a significant number of users or consumers. (2) The evidence already available also should be clear that the target firm’s behavior is very likely to serve predominantly to undercut market forces rather than to provide improvements to customers or generate efficiencies for the firm. (3) Further, there should be strong evidence that the conduct

to be investigated harms consumers in a legally significant manner. (4) Finally, a remedy that could be easily implemented for the ostensibly harmful conduct should exist and it should benefit consumers more, or harm consumers less, than allowing market forces to continue to evolve. In thinking about this, officials should take account of the fact that any remedy will be remote in time and probably will not be implemented exactly in the way envisioned. Put differently, present departures from ideal markets should not be compared to hypothesized ideal solutions.

Note that when considering instituting an investigation, rather than filing charges, sufficient indication on all four counts should already be available—it is not enough to imagine that the information will be developed during the investigation. It is too easy to assert that the information will be found during an investigation—the incentives for rivals to make that claim are too great—for that to suffice to initiate action that can have dramatic costs for the target firm as well as substantial effects on competition among firms. For that reason, there should be a burden of persuasion for enforcement officials to start a proceeding and for the officials to take a proceeding to the next stage.

Third, enforcement officials should be open to the notion that they have missed something in looking at the considerations above, especially number one in the list of factors that should be demonstrated before acting. The most significant lesson of past antitrust cases is that officials often see a market that is either static or sufficiently stable over time such that it seems unlikely to change in ways that will significantly alter the fortunes of a dominant firm or the options for price and quality enjoyed by consumers. Officials see this even when investments have been made that will produce technologies that will upset current market realities and expectations. That lesson was born out in each of the cases discussed in Part IV. A good practice is to find out which technologies or enterprises target firm leaders identify as threats to the firm or its industry and what leaders in other firms say has the potential to replace the product or service at issue. Officials should take those concerns and hopes seriously; these often will turn out to be more instructive than carefully crafted extrapolations from industry trends and published forecasts.

Fourth, and finally, when applying the lessons to high-technology industries, where significant investments are made in research and development, where new products can suddenly emerge that alter perceptions of what is possible, or enjoyable, and where consumer tastes can shift rapidly, officials should be especially cautious. These are markets where it is particularly difficult to maintain dominance, where sustained leadership over some time frame most likely indicates strong efficiencies, also called strong consumer value, and where innovations are not yet recognized as significant. These markets can offer the strongest constraints on dominant firm behavior and the most important challenges to crafting a meaningful reme-
dy that does more than disadvantage an individual contestant in a changing world.

The ghosts of antitrust past do not have to be mirror images of the future. However, they send a strong caution signal to officials contemplating single-firm enforcement actions, in high-technology markets most significantly of all. Antitrust officials ignore the lessons of the past at their peril, and ours.
THE EVOLUTION OF PRODUCT SEARCH

Michael R. Baye, Babur De los Santos, & Matthijs R. Wildenbeest*

This paper examines the evolution of product search. We provide an overview of product search in the pre-internet era and discuss how online search evolved from directory-based search in the early 1990s to “vertical” search engines by the late 1990s. We also document the prominence of price comparison sites in the mid-2000s and the challenges these platforms faced through 2010. We then use comScore qSearch data to closely examine trends in product search between 2010 and 2012. We find that today, the vast majority of shoppers conduct product searches at retailer sites and other marketplaces, whereas traditional price comparison sites have become less important.

INTRODUCTION

Product information—the prices, attributes, and availability of products sold by different sellers—is important for the functioning of competitive markets. Product information may be transmitted to consumers through the marketing efforts of firms; it may be acquired directly by consumers who spend time and other resources searching for a product, or both. Since the gathering and dissemination of information through marketing and search is costly, rational economic actors typically stop short of gathering—or providing—full information about products.1

During the course of human history, numerous innovations have dramatically reduced market participants’ costs of acquiring and transmitting product information.2 This paper discusses some of these innovations, including the evolution of product search on the internet. Consumers have

---

1 See George J. Stigler, The Economics of Information, 69 J. POL. ECON. 213, 222 (1961). This article is regarded as the seminal work in this line of research.

2 For example, innovations in transportation—buggies, automobiles, roads, and highways—and modes of communication—newspapers, billboards, the telephone, radio, television, and the internet—made it easier for consumers to search for products and for sellers to transmit product information to consumers.
clearly benefited from their ability to more easily search for products online. Thanks to innovations that have reduced consumers’ costs of locating products online and to the heightened competition brought on by these innovations, consumers have enjoyed quantifiable increases in welfare because of lower prices3 and greater product variety.4

Our paper is organized as follows: Section I discusses product search in the pre-internet era, including some of the economics literature developed in that era that shaped our understanding of the role that search costs play in the formation of market prices. Section II examines the early beginnings of online product search during the 1990s, which began with directories and catalogues of sites, such as Yahoo!, and web search engines, such as Lycos and Excite, and quickly evolved into “vertical” search engines, such as Dealtime and mySimon, which searched subsets of the growing number of webpages. Section III examines product search between 2000 and 2010—a period in which product search platforms evolved to overcome significant problems with the technologies that were used in the 1990s to fetch product information for consumers.

Section IV uses comScore’s qSearch data to examine trends in product search between 2010 and 2012. Consistent with the earlier evolution, the data reveal that traditional price comparison sites, which include players like PriceGrabber, Shopping.com, Dealtime, Shopper.com, Google Product Search, and Bing Shopping, are becoming less important. Indeed, product searches at traditional retailers such as Walmart, online retailers such as Amazon, and other online marketplaces such as eBay dwarf those at comparison sites. Furthermore, the share of product searches performed at price comparison sites relative to other vertical sites has declined since 2010. The most recent data suggest that product search has evolved to the point where the vast majority of consumers conduct product searches at retailer and marketplace sites, such as Walmart, Amazon, and eBay.


4 See Erik Brynjolfsson, Yu (Jeffrey) Hu & Michael D. Smith, Consumer Surplus in the Digital Economy: Estimating the Value of Increased Product Variety at Online Booksellers, 49 MGMT. SCI. 1580 (2003) (showing that the increase in the product variety in books—owing to the ease with which online shoppers can locate books—increased consumer welfare by about $1 billion in 2000). This may not seem like a staggering number, but considering the U.S. Census Bureau reported that online retail sales of all goods and services in 2000 totaled only $27 billion, $1 billion in additional consumer surplus within the book segment alone is substantial.
The apparent decline in the relative importance of traditional price comparison sites is even more pronounced when one includes searches on platforms such as Craigslist, which is branded currently as a marketplace for used products, jobs, and other services. In light of Craigslist’s number of users, it is potentially well-positioned to expand its listings to include both new and used products, as both Amazon and eBay have done in recent years. Amazon initially sold books from its own inventory. Today, it sells general merchandise not only from its own inventory, but new and used products for Amazon Marketplace sellers as well. Likewise, eBay began as an auction site that brought buyers and sellers of used products together. By the beginning of 2012, 70% of eBay’s listings were for new products, and over 60% of its listings charged a fixed price rather than using an auction.5

Finally, the Concluding Remarks discuss several challenges in accurately measuring online product search. Among these challenges is the fact that a growing number of “searches” on traditional retailers’ sites are not included in traditional data because they are “menu”- or “icon”-driven actions rather than textual searches. Additionally, the comScore qSearch data does not account for searches on the growing number of “closed” systems—devices using Amazon’s Price Check App, Apple’s iTunes Store, or the Best Buy App, for instance. For these reasons, measures of product search based on browser behavior may understate the importance of product search on retailer sites and online marketplaces.

I. PRODUCT SEARCH BEFORE THE INTERNET

At the dawn of civilization—long before the internet, cars, phones, and before the emergence of money as a medium of exchange—a hunter wishing to acquire grain in exchange for game had to search for someone wishing to exchange grain for meat. The hunter’s costs of locating the right trading partner—search costs in this barter economy—included the calories lost carrying meat from camp-to-camp in an attempt to identify a potential trading partner. As Jevons noted over a century ago, “There may be many people wanting, and many possessing those things wanted; but to allow of an act of barter, there must be a double coincidence, which will rarely happen.”6 In the history of humankind, the very first innovation that substan-


6 WILLIAM STANLEY JEVONS, MONEY AND THE MECHANISM OF EXCHANGE 3 (2d ed. 1876).
tially reduced the cost of product search was the invention of money as a medium of exchange.7

Even after the emergence of money as a medium of exchange, product search was still very costly by today’s standards. Over time, advances in transportation technologies, such as buggies and automobiles, and communication technologies, such as newspapers, telephones, and the yellow pages, reduced consumers' costs of seeking different sellers to compare prices and other product attributes.

The economics literature on product search predates the internet; it began in 1961 when Nobel Laureate George Stigler quipped that “[information] occupies a slum dwelling in the town of economics.”8 Since then, thousands of theoretical and empirical papers relating to the economics of information have been published.9 One of the central themes of this literature is that consumer search costs give retailers market power—sometimes even monopoly power. A second theme is that reductions in search costs induce consumers to search more intensely for better deals. To the extent that reductions in search costs heighten competition among retailers, this reduces retailers’ market power and increases consumer welfare.

II. THE BEGINNINGS OF ONLINE PRODUCT SEARCH

With the exception of the invention of money as a medium of exchange, the internet arguably has reduced product search costs more than any other innovation in the history of humankind. Today, the internet permits buyers to quickly and easily locate the best deals and expands competition to sellers that may be located far from a given consumer’s domicile.10 But this was not the case at the dawn of the internet. In June 1993, there were only about 130 “dot-com” websites. By the end of 1996 there were about 650,000,11 and by the end of the decade, the internet contained mil-

---

7 See generally Karl Brunner & Allan H. Meltzer, The Uses of Money: Money in the Theory of an Exchange Economy, 61 AM. ECON. REV. 784 (1971) (analyzing the individual and social choice of the assets used as money, the services money provides, the relation of these services to the choice of a monetary unit, and some implications); Nobuhiro Kiyotaki & Randall Wright, A Search-Theoretic Approach to Monetary Economics, 83 AM. ECON. REV. 63 (1993) (applying a search-theoretic equilibrium model to formalize the essential function of money as a medium of exchange).

8 Stigler, supra note 1, at 213.


11 Clifford Lynch, Searching the Internet, SCIENTIFIC AMERICAN, Mar. 1997, at 52, 53.
The growing number of websites—coupled with growth in the number of pages at each site—made it difficult for users to locate product and other information about potential sellers. To make matters even worse, the rapid growth of content on the internet was exceeding content organizers’ abilities to categorize it.

Most websites developed in the early- to mid-1990s were built around the page model, which led content organizers to build content directories. For example, Yahoo! and LookSmart developed algorithms that crawled the web, grouped pages around similar content, and displayed directories of pages that attempted to organize content into hierarchical categories. A shopper wishing to locate a computer game, for example, had to commit to a particular category, such as “Computers and the Internet,” “Entertainment,” or “Recreation and Sports,” and navigate down that category. This made it costly for users to switch to a different top-level category or change search strategies midstream. Essentially, the directory format required users to employ a sequential search strategy—that is, sequentially clicking on categories and making a decision to “continue” or “stop” this particular search strategy after each new page in the hierarchy was reached.

Web search engines, such as Excite, Webcrawler, Lycos, and AltaVista, were in their infancy during the mid- to late-1990s and were not particularly adept at performing product searches. “Even the best algorithms for ranking texts in order of relevance [were] unreliable when queries contain[ed] just a handful of search terms.” This unreliability—combined with (1) the staggering growth in pages that web search engines had to “crawl” and index, and (2) the fact that at this time the internet was little more than a “chaotic repository for the collective output of the world’s digital ‘printing presses’” rather than a venue for overcoming the “coincidence of wants” problem of potential buyers and sellers—helped fuel “vertical” product search engines. Vertical search engines targeted a smaller number of sites with similar content, such as news, travel, or retailer websites, and thus held the promise of providing consumers with superior search results for specific types of search, including product search.

Rowley notes that

---


13 For example, see Marti A. Hearst, Interfaces for Searching the Web, SCIENTIFIC AMERICAN, Mar. 1997, at 52, 68-72.

14 For a survey of the literature on sequential and fixed-sample sized search, see Baye et al., supra note 9.

15 Hearst, supra note 13, at 71.

16 Lynch, supra note 11, at 52.

17 For purposes of this paper, product search excludes search for services such as news, travel, or employment. We note that the online travel booking site, Expedia.com, was launched by a division within Microsoft in 1996, and was spun off from Microsoft three years later. See Company, EXPEDIA, INC., http://www.expediainc.com/company.cfm (last visited Dec. 19, 2012).
some web search engines, such as Excite, automatically interpreted some searches, such as “flowers,” as a product search and diverted the query to a vertical search engine, like Jango, to return product search results.\textsuperscript{18}

The genesis of online product search began with the emergence of price comparison sites. PriceWatch—established in 1995 and still in existence today—brands itself as “The Web’s very first price comparison site.”\textsuperscript{19} Several other price comparison sites were launched in the mid-1990s, including BargainFinder.com, Killerapp.com, and BargainBot. Early price comparison sites were essentially “shopbots,” short for shopping robots, that crawled a handful of specific retailer sites on the web to “scrape” or extract product information. This information was then displayed to consumers searching for a particular product on the comparison site. BargainFinder, for instance, was a comparison site specializing in music (at the time, CDs).\textsuperscript{20} It searched only eight music retailers’ websites and returned product information in the form of prices for titles queried by consumers.

The early price comparison sites faced a number of challenges. Textual queries by consumers searching for product information needed to be matched with data obtained from the webpages of retailers containing product information related to the query, and shopbots were far from perfect in matching consumer intent with metadata extracted from sellers’ webpages. Retailers’ sites were not structured in a manner that allowed shopbots to accurately identify the specific product a given consumer was searching for. As a result, it was not uncommon for a search on a comparison site to return “no results” or only a single result. Some retailers, fearful of the competitive effects of providing consumers with comparative price information, blocked shopbots from accessing their sites.\textsuperscript{21}

First-generation price comparison sites had limited product breadth; they tended to specialize in specific product segments, such as books on BargainBot’s website or music on BargainFinder’s website. They frequently returned irrelevant results, inaccurate prices, and lists of sellers that did not actually have the item in stock. For example, a product search for “Palm V” at mySimon returned a list of merchants selling this item as well as merchants selling accessories for the Palm V, such as carrying cases, cradles, chargers, and so on.\textsuperscript{22} All of these factors made it difficult for con-

\textsuperscript{20} See Kristen Lieb, \textit{Bargain Finder Generates Some Heat}, BILLBOARD, May 1996, at 76.
\textsuperscript{21} For evidence that this actually happened, see Marti A. Hearst, \textit{Interfaces for Searching the Web}, SCIENTIFIC AMERICAN, Mar. 1997, at 71.
sumers to use comparison sites to obtain accurate, apples-to-apples comparisons of the prices that different sellers charged for the same product.

The fact that first-generation price comparison sites lacked relationships with sellers led to other problems as well, such as the inclusion of unscrupulous merchants in search results and outdated product information. Growth in internet connectivity rapidly expanded the universe of retailers with websites that needed cataloging, and this made it difficult for shopbots to provide shoppers with accurate and up-to-date product information. As Baye, Morgan, and Scholten noted, “there were nearly 10,000 consumer electronics retail establishments in the United States in 1997. Each of these stores could, in principle, advertise their prices on price comparison sites . . ."23 Additionally, first-generation price comparison sites focused almost exclusively on price. Price is certainly an important component of purchase decisions, but other factors—notably shipping costs, the seller’s reputation, product availability, and product attributes—are also important.

In short, while the “noisy” product search results at comparison sites were superior to the results obtainable through web search engines, further innovations were needed to overcome the problems of irrelevant search results, outdated product and price information, the inclusion of unscrupulous merchants, and so on.

III. EVOLVING SOLUTIONS: THE FIRST DECADE OF THE MILLENNIA

The growing number of sellers wishing to reach consumers, coupled with the growing number of pages to scour, created two problems for product search platforms. First, different web pages had different formats; the code a search platform needed to extract information from one retailer’s website might not work at other sites. This exacerbated the problems discussed above, such as product searches returning irrelevant results. Second, there was an allocation problem. With tens of thousands of products—and thousands of firms selling a given product—who gets the scarce real estate on results pages following product searches? The poor performance of comparison sites using shopbot technologies, together with this allocation problem, resulted in the evolution of comparison sites based on “crawls” to websites. At these sites, sellers “opted in” by inserting their own data and agreeing to pay listing and/or click-through fees.24

---

23 Baye et al., supra note 3, at 17.
Shopper.com—a site owned and operated by CNET.com and whose screenshot from 2001 is displayed in Figure 1—is a prime example of such a comparison site. In contrast to first-generation comparison sites relying on shopbot technology, merchants on Shopper.com input their own prices along with the SKU of the product. This innovation went a long way toward solving some of the problems encountered by first-generation comparison sites. First, because merchants input their own data into the comparison site’s system, the comparison site could display results from its own database rather than crawling the web. This helped ensure that prices, product availability, and other information were reliable and up-to-date. Second, SKU matching virtually eliminated irrelevant results in product searches. This gave this generation of price comparison sites a significant advantage over web search engines as well as first-generation comparison sites based on shopbot technologies. Finally, the universe of potential

25 Baye et al., supra note 22.
sellers was no longer limited to sites actually crawled by comparison sites; retailers were free to choose whether or not to participate in the listings at a particular price comparison site. This significantly increased the number of sellers included in search results at comparison sites. During 2000 and 2001, for instance, a product search at Shopper.com returned an average of seventeen retailers selling the exact same product, and for some products, as many as eighty retailers chose to be included in the list.26 These innovations, combined with other innovations such as more up-to-date shipping cost information, seller ratings, and the incentives of these platforms to weed out unscrupulous sellers to protect the reputation of their sites (the sites increasingly were supported by click-through fees paid by merchants27), rapidly made price comparison sites the “go to” place to find product information—much to the chagrin of traditional shopping portals such as Yahoo!, AOL, and MSN.

In December 2002, Google entered the comparison space with the launch of Froogle.28 Unlike an evolving number of comparison sites, however, Froogle relied more heavily on shopbot technology rather than establishing relationships with retailers. Presumably, Google surmised that it could leverage its prowess in web search into product search. Apparently this strategy did not work; Google subsequently rebranded its product search offering as “Google Product Search” and—nearly ten years after its initial launch—announced that it was moving to the product listing model that many other comparison sites had been using since at least 2001. According to Google:

> We believe that having a commercial relationship with merchants will encourage them to keep their product information fresh and up to date. Higher quality data—whether it’s accurate prices, the latest offers or product availability—should mean better shopping results for users, which in turn should create higher quality traffic for merchants.29

By the mid-2000s, price comparison sites had evolved from sites specializing in books, music, or consumer electronics products, to sites with comprehensive product listings that also included clothing, jewelry, appliances, home and garden tools, food baskets, and dozens of other product categories.30 Shopping.com was the leading price comparison site, with 15

---

26 Id. at 470-72.
27 Baye et al., supra note 24, at 342-43.
million unique visitors in September 2004; the only other product search sites with more traffic were eBay, Amazon, and Yahoo! Shopping.\textsuperscript{31}

Thanks in part to the snail’s pace with which traditional retailers were moving into the online channel, price comparison sites became “white hot”\textsuperscript{32} targets of numerous acquisitions.\textsuperscript{33} Acquirers were hoping to leverage their knowledge of online markets, expand the depth and breadth of product listings, and—more generally—profit from their perception that comparison sites would become dominant platforms for conducting product searches and generating online sales. Unfortunately for some of these firms, these expectations were not realized. Yahoo! purchased Kelkoo in March 2004 for $598 million but sold it November 2008 for $125 million; E.W. Scripps purchased Shopzilla for $525 million in June 2005 and sold it in June 2011 for $165 million.\textsuperscript{34}

By 2010, traditional retailers came to understand the value of their own information—information not only about prices and inventories, but about different brands, styles, and qualities of similar and complementary products. Traditional retailers followed the lead of Amazon and eBay to create search environments with a blend of “textual,” “icon,” and “menu” interfaces, and tools such as “recommendations.” Thanks to their ability to provide more nuanced information,\textsuperscript{35} these product search platforms began to attract greater numbers of users. Additionally, unlike some price comparison sites that had not invested in their own brand identity, and therefore did not receive significant direct traffic but relied on referrals from other sites and web search engines, traditional retailers benefited from their historical investments in brand-name recognition.

By the end of 2010, a variety of competing product search platforms had evolved, each with different strengths and weaknesses. They provided users with similar, but differentiated, search experiences. Moving into the second decade of the millennium, platform competition for users interested in conducting product searches was best viewed as differentiated product competition.

\textsuperscript{33} For example, E.W. Scripps acquired Shopzilla; eBay purchased Shopping.com; Experian acquired PriceGrabber; Yahoo! acquired Kelkoo.
IV. POST-2010 TRENDS IN ONLINE PRODUCT SEARCH

This section uses monthly data on consumer search behavior to analyze the evolution of product search in the U.S. between October 2010 and June 2012. Our data analysis is based on the qSearch dataset we obtained from comScore—a leading internet marketing firm that tracks the online browsing activity of 2 million users within the U.S. The qSearch database tracks users’ web-search behavior at about 200 online properties, primarily through traditional search boxes and drop-down menus. These 200 properties are broken down into about 1,800 domains and sublevel domains. For example, eBay is one of these 200 properties, and it operates a number of domains, including eBay.com, the eBay site in the U.S., Shopping.com, which eBay acquired in 2005, and Dealtime.com, a service of Shopping.com. Amazon is another property tracked by qSearch, and its domains include the U.S. site of Amazon.com, Zappos.com, IMDb.com, and Abebooks.com.

Our analysis exclusively focuses on vertical product search—searches by shoppers seeking to purchase one or more products. Unfortunately, comScore’s qSearch data do not indicate the number of product searches on a given platform; they simply measure the total number of searches on each platform. For example, qSearch measures the total number of searches on web search engines, but it does not indicate how many of these searches are product searches, navigational searches, weather or news-related searches, and so on. Our analysis therefore excludes these and other sites that consumers primarily use to conduct non-product searches. Other examples of excluded sites are sites that provide general information, such as Wikipedia, USAToday, IMDb.com, Weather.com, and Dictionary.com, and social network sites, such as Facebook and Google+. We also exclude searches for services, such as searches on travel or job-related sites like Expedia.com and Monster.com.

While we do not include searches on web search engines, such as Google.com and Bing.com, or map and broadcast sites, such as Google Maps, Bing Maps, YouTube, and Netflix, we do include searches on sublevel domains explicitly related to product search, such as Google Product Search and Bing Shopping. Additionally, while searches on general

---

36 According to comScore’s qSearch documentation, a search is defined as: (1) a user interaction where the user is presented with a search result page containing results that match the consumer’s search intent; (2) the search result page allows the user the ability to refine or change their search parameters; and (3) the search can be initiated from a drop-down or by clicking a link, as long as first two rules are satisfied. See qSearch, COMSCORE, http://www.comscore.com/Products/Audience_Analytics/qSearch.
corporate websites, such as Apple.com, are excluded, we do include searches on product-related sublevel domains of these sites, such as the Apple Store.

We reviewed the 1,800 sites tracked in the qSearch database and organized product searches at these sites into three broad categories: searches on (1) price comparison sites, (2) retailer sites, and (3) marketplace/other sites. Price comparison sites include sites such as PriceGrabber, Bing Shopping, and Google Product Search; these sites typically do not sell products or fulfill orders but instead present shoppers with a list of prices that different sellers charge for a given product. As discussed earlier, this price information is typically bundled with other information—including shipping costs, the reputation of the seller, and other product characteristics—to aid shoppers with their purchase decisions. When a consumer clicks on a particular retailer listed at a price comparison site, she is typically directed to that retailer’s site to complete the transaction.

Retailer sites include the online arms of traditional retailers, such as Best Buy, Walmart, and Target, as well as pure online retailers, such as Zappos.com. Unlike price comparison sites, these sites typically sell products from the company’s inventory. The third category—marketplace/other sites—includes marketplaces like eBay.com, coupon and deal sites such as coupons.com and slickdeals.net, and review sites such as epinions.com. Sites within this category are highly differentiated and evolving. The most prominent site in this category is eBay.com. Unlike retailers, it does not sell products from its own inventory. Unlike price comparison sites, transactions typically take place on the platform rather than at the site of an individual retailer. We note that eBay and many other sites in this category now have features that permit shoppers to compare the prices—along with other characteristics, such as rebates—of products sold by different sellers. However, sites in this category differ from traditional price comparison sites in that price comparisons are not the central focus of these sites. Rather, this relatively new feature is an example of the continuing evolution of product search environments at marketplace/other sites.

It is important to note that some properties operate product search sites that span more than one of these three categories. For example, searches on eBay’s Shopping.com and Dealtime.com sites are included in the price comparison site category, while searches on eBay’s main U.S. site, eBay.com, are included in the marketplace category. As another example, searches on Amazon’s Zappos.com site are included in the retailer site category; searches on Amazon’s Abebooks.com site are included in the price comparison site category.

39 Appendix A1 provides a list of the sites included in our analysis.
40 Recall that searches on Amazon’s IMDb.com site, a general information site about movies, are excluded from our analysis.
With a few exceptions, the data permit us to assign product searches on sites tracked by qSearch into one of the three categories. One notable exception is Amazon; the qSearch data do not permit us to decompose searches on Amazon.com into the “retailer sites” and “marketplace/other sites” categories. Amazon has evolved such that it is both an online retailer—it sells products from its own inventory—and a marketplace—it fulfills orders for its Amazon Marketplace sellers. Today, product searches on Amazon.com typically return products sold by Amazon as well as products sold by its Marketplace Sellers. For purposes of our analysis, all searches on Amazon.com are allocated to the “retailer site” category regardless of whether the searches were related to its own products or products sold by marketplace sellers.

Figure 2 displays the evolution of product search, measured in millions of search visits, for each of the three categories between October 2010 and June 2012.41 Several features are worth noting. As would be expected, there is some seasonal variation in search visits during the sampling period, most notably the increases during December. Second, the overall number of search visits at price comparison sites remained fairly constant over this period, starting with 73 million search visits in October 2010 and ending with 75 million search visits in June 2012. In contrast, the number of search visits at retailer sites increased by about 300% during the period, from 98 million in October 2010 to 298 million in June 2012. Likewise, search visits at marketplace/other sites increased from 174 million in October 2010 to 244 million in June 2012. On balance, Figure 2 shows that: (1) retailer sites, marketplace/other sites received significantly more search visits than price comparison sites; (2) retailer sites, marketplace/other sites enjoyed significant growth over the past two years; and (3) searches at price comparison sites have remained fairly flat over the past two years, and actually declined during the first half of 2012.

The patterns of product search presented in Figure 2 suggest that shoppers are increasingly viewing retailer and marketplace sites as the “go to” places for conducting product searches. In particular, recall that a successful product search at a price comparison site ultimately directs a shopper to a retailer’s site where consumers may engage in additional product search. Since product searches at price comparison sites are stable over the period, Figure 2 suggests that the growth in product searches at retailer and marketplace sites does not stem from increases in referrals from comparison sites, but from shoppers directly going to retailer and marketplace sites to conduct product searches.

41 According to comScore’s qSearch documentation, a search visit is a session in which a user conducted one or more searches. If searches are conducted at different points during the day, with more than thirty minutes of search inactivity at the site, they will count as multiple search visits. See COMSCORE, supra note 36.
One potential worry found in Figure 2 is that the data are comprised of the unbalanced panel of product search sites included in the qSearch data. In particular, qSearch includes properties only if the number of searches exceeds a certain threshold. As a consequence, platforms enter and exit the qSearch sample during the sample period. Figure 3 displays results based on a balanced panel; it is based solely on product search sites that remained in the qSearch database for the duration of the sample period. As shown in the figure, the patterns are similar to those in Figure 2. Holding the set of product search platforms constant, retailer sites, marketplace/other sites displayed significant growth over the past two years, while search visits at price comparison sites remained flat and actually declined substantially during the first six months of 2012.
The marketplace/other sites category in Figures 2 and 3 does not include searches on Craigslist because the qSearch data do not permit us to disentangle product searches from non-product searches—e.g., searches for jobs, personals, housing, and other services. Nonetheless, as illustrated in Figure 4, search activity on Craigslist closely mirrors that of the marketplace/other sites category, indicating that the overall trends displayed in Figures 2 and 3 are not the result of excluding Craigslist from the analysis.
Table 1 provides summary statistics for the total number of product searches conducted on retailer sites, price comparison sites, marketplace/other sites, and Craigslist. In June 2012, consumers using browsers conducted 877 million searches at marketplace/other sites and an additional 737 million searches on Craigslist. Retailer sites amassed 634 million searches, while price comparison sites mustered only 134 million searches.

Table 1 also shows how searches at these platforms vary across heavy searchers, medium searchers, and light searchers. The bulk of all searches in each category are conducted by so-called heavy searchers—the top 20% most active searchers in terms of the number of searches performed each month. Heavy searchers account for 71% of all product searches at marketplace/other sites, but account for only 57% of all product searches at retailer sites. In contrast, Table 1 also shows that price comparison sites and retailer sites are very similar in terms of their mix of heavy, medium, and light searchers.

---

42 These categorizations are based on comScore’s classification of searchers; comScore defines the heavy searchers as the top 20% most active searchers in terms of the number of searches during a month. The light searchers are defined as the 50% least active searchers. See id.
Table 1. Product Searches by User Type, June 2012

<table>
<thead>
<tr>
<th></th>
<th>Searches (MM)</th>
<th>Percentage of product searches by user type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>heavy searcher</td>
</tr>
<tr>
<td>Retailer sites</td>
<td>634</td>
<td>57</td>
</tr>
<tr>
<td>Price comparison sites</td>
<td>134</td>
<td>60</td>
</tr>
<tr>
<td>Marketplace/other sites</td>
<td>877</td>
<td>71</td>
</tr>
<tr>
<td>Craigslist</td>
<td>737</td>
<td>70</td>
</tr>
</tbody>
</table>

The total number of searches summarized in Table 1 for June 2012 is the product of search visits—displayed earlier in Figure 3—and the number of searches per visit during that month—displayed in Figure 5. Notice in Figure 5 that, for each category, searches per visit remained relatively constant during the sample period. This implies that trends in total searches for the three categories are similar to those shown for search visits in Figure 2. Figure 5 also demonstrates that a typical search visit at marketplace/other sites results in more searches—slightly more than 3 searches—than at retailer sites—less than 2.5 searches—or price comparison sites (about 1.75 searches).
CONCLUDING REMARKS

Product search is dynamic, with evolving technological approaches and considerable turnover in both the importance of different platforms and the identity of key players. Price comparison sites were once the dominant platform for conducting product search. Today, the number of searches conducted on retailer sites and marketplace/other sites dwarf searches at comparison sites. In the beginning, eBay was a marketplace for buyers and sellers of used products, but today, about 70% of the products listed there are new. Amazon was once an online retailer that specialized in selling books and music from its own inventory; today it sells not only a wide array of general merchandize, but it serves as a marketplace where shoppers can search across a growing number of independent sellers. Additional evidence of this evolution is the fact that comScore recently started including product searches at Walmart.com in its qSearch database.

The overall trend—a trend that is continuing into the second decade of the millennium—is that retailer and marketplace/other sites are becoming the “go to” place for conducting product searches. Additionally, shoppers search more intensely at retailer sites and marketplace/other sites, resulting in significantly more overall searches at these sites than at price comparison sites. We note that our data and analysis are based on product search activi-
ty taking place in the U.S. It is therefore difficult to say whether the shift
toward retail and marketplace sites is a global phenomenon, or is only local
to the U.S. One development that suggests this trend might be a global
phenomenon is the fact that several of the major sites in our data operate
foreign subsidiaries that have evolved in ways similar to their U.S. counter-
parts. For example, Amazon.co.uk in the United Kingdom and Amazon.de
in Germany now sell a wide variety of different products from their own
inventories as well as from other sellers. In addition, eBay.de transitioned
from auctions of used goods to a marketplace where consumers can pur-
chase new items at a posted price.

We conclude with some caveats that highlight a few of the challenges
in measuring online product search. First, product search platforms are
differentiated, and each has advantages and disadvantages. Some sites rely
more heavily on textual searches, while others supplement textual search
with opportunities for shoppers to use pull-down menus, navigate directo-
ries, or take advantage of product recommendations. In addition to typing
product queries into traditional search boxes, consumers use directories,
menus, and different filtering and sorting tools to search for products. Most
of these non-textual searches are not observed, as they often involve con-
sumer clicking behavior. This may bias measurement in favor of platforms
that heavily rely on textual searches relative to platforms that are designed
to allow consumers to engage in non-textual searches.

Second, because platforms are differentiated, care must be taken in
comparing the total number of searches on one platform with the total num-
ber on another. For example, it might take a shopper only one search on
platform A to obtain relevant results; on platform B it might take four
searches. In this case, for a given number of search visits, platform B
would have four times as many searches as platform A. We have attempted
to overcome this problem by focusing on search visits rather than total
searches. To the extent that higher quality search platforms generate more
search visits, one would expect higher quality sites to have more search
visits than lower quality sites, even if the overall number of searches is
lower on high-quality sites. In any case, our data indicate that the trends in
search behavior at price comparison sites, retailer sites, and market-
place/other sites are similar regardless of whether one uses search visits or
total searches to measure product searches.

Additionally, owing to the differentiated nature of the product infor-
mation returned by searches at various platforms, a given number of
searches might ultimately result in better purchase decisions on one plat-
form than on another. Platforms differ with regard to the amount of time
shoppers must invest in evaluating results pages, including seller reputa-
tions, shipping charges, payment options, return policies, and distinct prod-
uct descriptions that contain other potentially important information about a
product, such as whether it is new or used. Measures of searches on differ-
ent platforms—be they numbers of searches or market shares—typically do not take these and other “search quality” issues into account.

Another difficulty in measuring product search is accounting for the universe of potential product searches. For instance, comScore’s qSearch only tracks searches conducted using traditional, non-mobile web browsers. Increasingly, however, consumers are using other systems, e.g., iTunes, and applications, e.g., Amazon’s Price Check and Sam’s Club applications, to conduct product searches. The challenge with these systems is that they tend to be closed and in some cases mobile, making it more difficult to accurately measure product search activity on the universe of available platforms. While the absence of reliable data on mobile search activity led us to focus exclusively on non-mobile product search, to the extent that those conducting mobile searches use retailer or marketplace applications, such as Amazon Price Check, while in their local store—or search in a manner similar to those using desktops—the results would be similar. Nonetheless, this remains an open empirical question that would be interesting to examine when reliable data are available.

Finally, it is extremely difficult to disentangle product search from other types of search. We have attempted to overcome this difficulty by focusing exclusively on sites tracked by qSearch that specialize in helping consumers conduct product searches. In so doing, we have excluded searches on the many small retailer sites that are not tracked by qSearch, as well as searches on newspaper and other sites that are potentially related to product search. Our rationale for excluding these latter sites is that most of the searches on these sites are unlikely related to product search. In future research we hope to use other data to more closely explore these issues, including the nature of product search conducted on web search engines.
## Appendix A1. Sample of Product Search Sites

<table>
<thead>
<tr>
<th>Price Comparison Sites</th>
<th>Retailer Sites</th>
<th>Marketplace/other sites</th>
</tr>
</thead>
<tbody>
<tr>
<td>abebooks.com</td>
<td>amazon.com</td>
<td>bensbargains.net</td>
</tr>
<tr>
<td>aol shopping</td>
<td>americangirl.com</td>
<td>cnet reviews</td>
</tr>
<tr>
<td>ask shopping search</td>
<td>barnesandnoble.com</td>
<td>consumersearch.com</td>
</tr>
<tr>
<td>become.com</td>
<td>buy.com</td>
<td>coupons.com</td>
</tr>
<tr>
<td>beso.com</td>
<td>cb2.com</td>
<td>dealam.com</td>
</tr>
<tr>
<td>bing shopping</td>
<td>circuitcity.com</td>
<td>dealio.com</td>
</tr>
<tr>
<td>bizrate.com</td>
<td>compusa.com</td>
<td>deals2buy.com</td>
</tr>
<tr>
<td>bookfinder.com</td>
<td>crateandbarrel.com</td>
<td>dealsofamerica.com</td>
</tr>
<tr>
<td>bottomdollar.com</td>
<td>dell.com</td>
<td>dealspl.us</td>
</tr>
<tr>
<td>buycheapr.com</td>
<td>disney shopping</td>
<td>digcoupons.com</td>
</tr>
<tr>
<td>calibex.com</td>
<td>gamespot.com</td>
<td>ebates.com</td>
</tr>
<tr>
<td>cnet shopper.com</td>
<td>globalcomputer.com</td>
<td>ebay.com</td>
</tr>
<tr>
<td>compare.com</td>
<td>jcpenney.com</td>
<td>epinions.com</td>
</tr>
<tr>
<td>dealnews.com</td>
<td>kmart.com</td>
<td>fatwallet.com</td>
</tr>
<tr>
<td>dealtime.com</td>
<td>kobobooks.com</td>
<td>goodguide.com</td>
</tr>
<tr>
<td>etsy.com</td>
<td>landofnod.com</td>
<td>groupon.com</td>
</tr>
<tr>
<td>google shopping/product search</td>
<td>microsoftstore.com</td>
<td>half.com</td>
</tr>
<tr>
<td>lowpriceshopper.com</td>
<td>newegg.com</td>
<td>overstock auctions</td>
</tr>
<tr>
<td>lycos shopping</td>
<td>officedepot.com</td>
<td>passionforsavings.com</td>
</tr>
<tr>
<td>mysimon.com</td>
<td>overstock.com</td>
<td>shopathome.com</td>
</tr>
<tr>
<td>nextag.com</td>
<td>samsclub.com</td>
<td>slickdeals.net</td>
</tr>
<tr>
<td>ohdeal.com</td>
<td>sears.com</td>
<td>toptenreviews.com</td>
</tr>
<tr>
<td>preciomania.com</td>
<td>shopping.hp.com</td>
<td>trustedreviews.com</td>
</tr>
<tr>
<td>pricedumper.com</td>
<td>staples.com</td>
<td>wize.com</td>
</tr>
<tr>
<td>pricegrabber.com</td>
<td>target.com</td>
<td>woot.com</td>
</tr>
<tr>
<td>pricewatch.com</td>
<td>techdepot.com</td>
<td>yahoo! deals</td>
</tr>
<tr>
<td>pronto.com</td>
<td>tgw.com</td>
<td></td>
</tr>
<tr>
<td>shoplocal.com</td>
<td>the apple store</td>
<td></td>
</tr>
<tr>
<td>shopping.com us</td>
<td>tigerdirect.com</td>
<td></td>
</tr>
<tr>
<td>shoptrue.com</td>
<td>walmart.com</td>
<td></td>
</tr>
<tr>
<td>shopzilla.com</td>
<td>zappos.com</td>
<td></td>
</tr>
<tr>
<td>smarter.com</td>
<td></td>
<td></td>
</tr>
<tr>
<td>techbargains.com</td>
<td></td>
<td></td>
</tr>
<tr>
<td>thefind.com</td>
<td></td>
<td></td>
</tr>
<tr>
<td>toyssale.com</td>
<td></td>
<td></td>
</tr>
<tr>
<td>yahoo! u.s. shopping</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
SHOULD GOOGLE BE REGULATED AS A PUBLIC UTILITY?

Mark A. Jamison*

JEL CODES: K21, K23, L12, L13, L42, L51

I examine the validity of the arguments for regulating Google search and find that they are insufficient and regulation would likely be counterproductive. Google search does not fit the traditional frameworks for justifying regulatory control—namely, the public utility concept, common carrier concept, and essential facilities doctrine. In short, Google’s search is not monopolistic in nature, does not preclude rivals from competing against it, does not rely on grant of a franchise as does a utility, and does not take control of rivals’ content or service. Furthermore, regulation advocates fail to give adequate weight to the changes that continuously occur in the search business, the ways rivals benefit from Google’s investments, the negative impacts of forcing Google to reveal its search algorithms, and regulation’s stifling effect on innovation.

INTRODUCTION

The success of Google search, which reportedly provides about 65% of general internet searches in the U.S., has resulted in a number of calls for regulation from industry observers and rivals, and has prompted investigations by antitrust regulators in the U.S. and in Europe. The advocates of government intervention evoke traditional arguments supporting economic

---
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1 There are several forms of search, including many specialized forms of search and general Web search. I adopt the term “general search” to denote the latter form of search, which is offered by Google, Yahoo!, Bing, and others.


3 Rasmussen finds that the public generally did not share this sentiment at the time of the Rasmussen survey. Seventy-seven percent of adults believed there was no need for the government to regulate the way that search engines select their search results. Only 11% believed such regulation was necessary. The most frequent Internet users were the least likely to favor regulation. See Most Say No to Government Regulation of Search Engines, RASMUSSEN REPORTS (Jan. 9, 2011), http://www.rasmussenreports.com/public_content/lifestyle/general_lifestyle/january_2011/most_say_no_to_government_regulation_of_search_engines.
regulation. Some hold that Google search is like a public utility because
Google has a monopoly, and general search is important. A second argu-
ment asserts that Google is a common carrier and should be regulated as
such. Others simply state that Google has market power in general search
and, therefore, should be subjected to the essential facilities doctrine.
Regardless of the justification used, the advocates all reach the same conclu-
sion—that governments should impose restrictions on Google designed to
benefit its rivals.

In this paper I examine the regulation proponents’ claims and conclude
that they are incorrect. I further conclude that regulation would be counter-
productive. In a nutshell, regulation of Google search is inappropriate be-
cause Google search is not a monopoly and does not qualify as either a
public utility or a common carrier. Furthermore, search technologies and
markets are constantly changing, which would make regulation costly both
in terms of the administrative costs and in terms of the delays in innovation
that regulation would cause. Also, economic regulation of Google search
could decrease investment by Google, which would likely harm customers
and rivals. It could also result in at least partial public disclosure of
Google’s search algorithms, which would allow other businesses to behave
strategically to improve their search rankings without benefitting consum-
ers. I arrive at these conclusions by examining whether the public utility


5 Newman, supra note 4.


7 As I explain later in this paper, the term monopoly in the public utilities context means the firm serves 100% of its market, the firm’s monopoly service has no close substitutes, and the monopoly status endures over time. I also use and define the term natural monopoly, which refers to the economic efficiency of the monopoly arrangement. I distinguish between monopoly and monopolistic as follows. I use the term monopoly in the traditional economic sense and use the term monopolistic to refer to a firm that either serves 100% of its market or faces competition only from rivals that are seriously disadvantaged by lack of access to a factor of production, namely an essential facility that rivals need in order to be anything more than small, fledgling providers. This distinction is important because the literature on utilities and the literature on essential facilities both use the term monopoly, but sometimes use different definitions. I adopt the utilities definition of monopoly for this paper and use the term monopolistic when discussing the essential nature of a firm that possesses an essential facility.
concept, common carrier concept, or essential facilities doctrine, or any combination of the three, appropriately apply to Google search. I also examine the validity of a new argument for regulation created by the advocates, namely that economic regulation should be adopted if it would benefit competition.

The remainder of this article is organized in the following way. Section I describes the history of Internet search and how search engines work. Section II describes the foundations for the traditional rationales for regulation and assesses whether search fits these categories. Section III examines other rationales offered for regulating Google.

I. SEARCH

A search engine is a computer program that searches documents and other Web content based on a user query and returns a list of relevant results to the search user. When a user enters a query, the search engine software accepts the query and checks for possible input errors, gathers and ranks a list of relevant pages from the engine’s index or catalogue, checks to see if other databases such as news search are relevant to the query, gathers relevant advertisements, and returns the results to the user. The index or catalogue is built mechanically by Internet spiders, manually by humans, or both. Spiders search the Web—following links, requesting pages, reading pages for content, and indexing the information found into the catalogue. Search results from the catalogue are often called organic search.

Although many of the underlying software technologies that make up a search engine predate the Internet, they came together for the Web in 1993, about two years after the introduction of the Web. Of the four search engines launched in 1993, the most well-known was Excite. Early search engines, such as Yahoo! Directory, launched in 1994, were often manually constructed directories that were costly and difficult to scale up. Meta search engines, which draw results from multiple search engines, emerged to leverage the diversity of individual engines.

---
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11 Wall, supra note 8.
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14 Id.
15 Id.
The usefulness of search results to a user is determined largely by whether the content the user seeks is listed high in the search results.\(^{16}\) There are a variety of methods for determining the relevancy of content to a query, and search engines vary in the methods they use and in how they combine the methods.\(^{17}\) The location/frequency method looks for keywords in page titles and text, generally assuming that if the keyword is in the title, then the page is more relevant than if the keyword appears only in the paragraphs of the document.\(^{18}\) Also, the more frequently a word appears on a page, the more relevant the page is considered to be to the query; however, a page may be considered to be spamming if a keyword appears to occur too often.\(^{19}\) Search engines can track how often a site is selected based on keywords, and those pages that receive more click-throughs receive higher rankings.\(^{20}\) In 1998, Google was launched with a unique relevancy technology called PageRank, which measured a Web page’s importance according to the number of links to it from other Web pages, and the number of links linking to those Web sites in turn—similar in concept to how citations are used to measure the relative importance of academic publications.\(^{21}\) Google’s growth in popularity since then implies that users found the results of this ranking process valuable relative to other approaches.\(^{22}\) Initially, Google provided its service to other search engines, such as Yahoo!, but these search engine providers chose to rely on their own engine algorithms and discontinued their use of Google’s service.\(^{23}\) In response, Google launched its own search service and soon grew into the most popular site for general search.\(^{24}\)

Providers of general search are often multiproduct firms. Some providers, such as Microsoft, launched general search engines after success in other sectors like PC software.\(^{25}\) Other general search providers have expanded beyond the traditional Web results into specialized results and more readily accessible answers.\(^{26}\) These specialized search services, sometimes

---
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called vertical search, include video platforms, such as YouTube, book search, such as Yahoo!’s and Microsoft’s Open Content Alliance, flight search, news search, and shopping search. For example, the query “Internet competition” in Bing yielded several tabs on its first page, including a “Videos” tab. An identical query into Google search also yielded several tabs on its first page, including a “Books” tab that listed books on Internet competition and a “Videos” tab.

Search is generally free to users and search providers receive revenue primarily by selling advertising. For example, the query “pizza” in Google via Internet Explorer yielded three ads at the top of the first page. An early model for advertising was to charge commercial sites for being included in the search catalogue. The next innovation was pay-per-click, which is still in use and was pioneered by GoTo. In this model, an advertiser pays only if a user clicks on the advertiser’s ad, which is often keyword-targeted. The price per click is based on the keyword that the advertiser selects and can be set by the search provider or, as in the cases of Google’s AdWords and Yahoo!’s Advertising Solutions, established through an auction process. The pay-per-click model decreases risk for advertisers relative to paying simply for ad placement. It also facilitates targeted advertising because advertising platforms like Google’s and Microsoft’s factor the click-through rate into the click price, offering lower per-click prices to advertisers that are selected more often, and because search providers have an incentive to display ads that have higher click-through rates more frequently. Another advertising model is content-targeted advertising, which places ads in Web sites based on the content of the sites. The advertiser pays an ad placement service, such as Google’s AdSense, and owners of Web pages are compensated when viewers click through an ad.

27 Id.
28 Queries made Feb. 7, 2012 by the author. A PDF of the first page of each of the search results is available from the author.
30 Query made January 2, 2012, by the author. A PDF of the first page of the search results is available from the author. Interestingly, the top two results from the organic search were the same as the top two ad results.
31 Wall, supra note 8.
32 Id.
Today’s three largest general search providers are Google, Yahoo!, and Microsoft.36 Other general search engines include the meta search engine Dogpile, which compiles searches of Google, Bing, and Yahoo!; AltaVista, which uses Yahoo!’s search technology; Go.Com, which is Disney’s family-friendly search engine; and Lycos.37 Newer general search engines include DuckDuckGo, which emphasizes privacy and new search algorithms, and Blekko, which emphasizes new search algorithms and less spam.38

As is seemingly true of everything in the Internet, search is constantly evolving, which provides competitive pressures for general search providers.39 The constant development of improved technologies that add value for customers and lower costs intensifies competition within general search. Also, new substitutes are emerging for general search.40 Customers use Amazon for finding information about books, movies, and other products.41 Other retailing sites offer ways for customers to share information and links to places of interest. Applications (apps) such as OpenTable bypass search altogether.42 Social networks such as Facebook, LinkedIn, and Twitter offer features for finding information, getting recommendations, and reviewing products and services.43 Some industry observers believe that Apple’s new Siri service is the next generation for search.44 Numerous mobile apps, such as barcode readers, travel apps, product and place reviews, and markets help customers find specific information in the right context. More specialized search services, including eBay, Kayak, Orbitz, Epicurious, Monster, Wikipedia, Yelp, UrbanSpoon, MapQuest, and Wolfram Alpha, are also targeting specific customer needs.45

---
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II. FOUNDATIONS FOR ECONOMIC REGULATION

In this section, I examine traditional foundations for economic regulation, namely the public utility concept, common carrier concept, and essential facilities doctrine. I find that Google’s general search service does not qualify for regulation under these traditional frameworks.

A. Public Utilities

While the economic regulation of business has a long history, the regulation of public utilities evolved largely over the last 150 years and mostly in the U.S. Industries qualify as public utilities if they tend to be natural monopolies, receive a public franchise or a certificate of public convenience and necessity, and are affected with the public interest; that is to say, utilities that have special legal obligations, and their performance has an extraordinary impact on social and economic functioning.46

As public utilities, electricity, gas, and water companies meet all of the aforementioned criteria,47 but as I explain in more detail below, Google search meets none of them. Google search is not a natural monopoly as evidenced by the commercially viable general search services that compete with Google. Even if there were no rivals, the monopoly status would be fleeting because Internet-based markets are constantly evolving so that today’s innovative service is tomorrow’s relic.48 While Google search is clearly popular, it is not essential to our social and economic functions in the way that electricity and water are. Nor does Google operate with a public franchise: entrepreneurs built the company without government sanction, and if the company does not keep up with changing technologies and markets, the company loses business to substitutes, and the loss has little impact on consumers or the economy.


47 An exception might be telecommunications. The telecommunications sector was once considered a natural monopoly and was protected from competition. The sector’s monopoly status has changed; however, apparently because of tradition, some jurisdictions continue to impose utility-style regulation. Some elements of the sector are still monopolistic and the firms are considered to be common carriers, at least for traditional telephone services.

48 Today’s Internet winners are often tomorrow’s also-rans. For example, in 1998 Fortune ran an article with the title, “How Yahoo! Won the Search Wars.” Randall E. Stross, How Yahoo! Won the Search Wars, FORTUNE, Mar. 2, 1998. According to the article, “Yahoo! has won the search engine wars and is poised for much bigger things.” Id.
1. Natural Monopoly

For the purposes of identifying a utility, the firm is considered to be a natural monopoly if it “cannot be operated with efficiency and economy unless it enjoys a monopoly of its market.” The utility is thought to serve 100% of its market, but customers may have options at the margin, such as self-supply of electricity generation or streams and wells in the case of water. There can be no close substitutes for the natural monopoly’s product or service, and there must be barriers to entry so that the natural monopoly’s status persists over time.

The most common approach to determining whether a firm is a natural monopoly is to examine the market from a production technology perspective. In this view, a monopoly is a natural monopoly if its production costs are subadditive, meaning that a single firm is the least cost arrangement for serving the entire market demand.

49 Some authors, such as Simpson, use the term “monopoly” or “monopolist” to characterize Google even though the firm serves less than 100% of its market. See Simpson, supra note 4. Others such as Clemons and Madhani use the term “monopoly power,” which presumably admits that Google serves less than 100% of its market but retains the characterization. See Clemons & Madhani, supra note 6. Such uses of the terms “monopoly” or “monopoly power” may be normal in some contexts, but in the context of public utilities, the norm has been for “monopoly” to mean a firm that serves 100% of its market demand, not merely a firm that has a large market share.

50 See generally JAMES C. BONBRIGHT, ALBERT L. DANIELSEN & DAVID R. KAMERSCHEN, PRINCIPLES OF PUBLIC UTILITY RATES (1988).

51 See generally WILLIAM W. SHARKEY, THE THEORY OF NATURAL MONOPOLY (1982). A firm may be considered to be monopolizing a market if it serves less than 100% of its market but is taking steps to become the only active seller in the market. See KIP W. VICUSI, JOHN M. VERNON & JOSEPH E. HARRINGTON, JR., ECONOMICS OF REGULATIONS AND ANTITRUST (3d ed. 2000). As such, monopolization is a term denoting the process of moving towards becoming a monopoly.


53 Market power, which is the ability to receive revenue in excess of economic costs without the threat of entry, may exist even if a firm is not a monopoly. The presence of market power without monopoly is not an element of the definition of utility. See generally HERBERT HOVENKAMP & PHILLIP E. AREEDA, FUNDAMENTALS OF ANTITRUST LAW § 5.01 (4th ed. 2011).

54 SHARKEY, supra note 51. There is at least one other approach, namely to define a firm as a natural monopoly if a single firm represents the only market structure that can receive non-negative profits. See JEAN TROLE, THE THEORY OF INDUSTRIAL ORGANIZATION (1988). This approach does not lend itself to empirical testing because it lacks specific properties of costs, demand, and other factors that lead to such an outcome. Falling into this view, however, would be the notion of destructive competition, which is the idea that an industry with high fixed costs and homogenous products will tend to experience price wars that drive firms out of business until only one is left. See generally Herbert Hovenkamp, The Antitrust Movement and the Rise of Industrial Organization, 68 TEX. L. REV. 105 (1989).

55 SHARKEY, supra note 51.
2. Public Franchise and Affected with the Public Interest

The concepts of public franchise\textsuperscript{56} and “affected with the public interest” are interrelated for utilities.\textsuperscript{57} Governments give utilities special privileges, such as the power of eminent domain, and impose special obligations, such as affirmative obligations to serve a particular territory, to charge non-compensatory rates in certain circumstances, and to ensure service is not withdrawn without government permission.\textsuperscript{58} For example, state utility regulators specify the service territories of electric utilities in the U.S. and grant the firms certificates of convenience and necessity.\textsuperscript{59} In some jurisdictions, this arrangement takes the form of contracts between the service provider and the government.\textsuperscript{60} In other jurisdictions, this arrangement is formulated by licenses or governed by statutes. The privileges are viewed as necessary for several reasons. First, the privileges are deemed necessary because the utility uses public resources, such as rights of way. In addition, the utility sometimes needs the privileges to secure needed private resources, such as access to private property. Moreover, the utility provides services that are commonly understood to be essential to the operation of a modern society. Finally the utility is a government-sanctioned monopoly whose boundaries must be defined, who should not be allowed to restrict supply in order to raise prices, and whose obligations are used as an instrument of government to convey economic favors on particular groups, such as low-income households or certain industries.\textsuperscript{61}

B. Applying the Public Utility Concept to Google Search

Google search does not fit the definition of a public utility because it is not a monopoly and does not appear to be a natural monopoly. It has not received a public franchise, and it is not affected with the public interest. I focus on the monopoly issue here because Google has not received a public franchise for Internet search, and I will address the public interest issue in Section III.

\textsuperscript{56} Public franchises are also granted to cable television providers even though they are not classified as public utilities.

\textsuperscript{57} The U.S. Supreme Court defined utilities as its own category of firms affected with the public interest. See Chas. Wolff Packing Co. v. Court of Indus. Relations, 262 U.S. 522, 535 (1923).


\textsuperscript{59} Bonbright et al., supra note 50.

\textsuperscript{60} Tonci Bakovic, Bernard William Tenenbaum & Fiona Woolf, Regulation by Contract: A New Way to Privatize Electricity Distribution? (2003).

\textsuperscript{61} Bonbright et al., supra note 50.
1. Google Search Not a Natural Monopoly

Evidence that Google search is not a monopoly comes from the number of search rivals, both general and specialized searches, some of which I listed in Section I.62 Indeed, emerging general search providers such as DuckDuckGo are receiving funding from venture capitalists, implying that at least some investment experts believe that Google’s market position is vulnerable.63

Despite this evidence, proponents of regulation argue that Google search is a monopoly,64 or perhaps even a natural monopoly.65 These arguments are flawed. Fairsearch argues that other search engines cannot compete with Google because of Google’s economies of scale.66 But this simplistic approach is inadequate, not only because it is devoid of any real data or conclusive evidence, but also because it is based on a faulty theory that the presence of scale economies is a sufficient condition for natural monopoly. Economists demonstrated long ago that this theory is insufficient for multiproduct firms.67 Furthermore, a proper economic test for whether Google search is a natural monopoly would consider the multilateral rivalry

---

62 Womack, supra note 2. According to Womack, in November 2011 Google search’s market share in general search slipped from 65.6% to 65.4%, Yahoo!’s market share slipped from 15.2% to 15.1%, and Microsoft’s market share grew from 14.8% to 15%.

63 Gabriel Weinberg, DuckDuckGo is growing – welcome USV et al., GABRIEL WEINBERG’S BLOG (October 13, 2011, 10:15 AM), http://www.gabrielweinberg.com/blog/2011/10/duckduckgo-is-growing.html. Weinberg is the founder of DuckDuckGo, a start-up web search engine that aims to compete with Google. See Jose Vilches, Interview with DuckDuckGo founder Gabriel Weinberg, TECHSPOT.COM (August 21, 2010), http://www.techspot.com/article/559-gabriel-weinberg-interview/.


66 Search Discrimination, supra note 64. Some supporters of regulation also argue that Google search is a monopoly because its size creates economies for advertisers that Google’s rivals cannot match. See id.; David Hatch, Google’s Dominance: Is the Online-Search Giant too Powerful?, CQ RESEARCHER, Nov. 11, 2011, at 955, 955-68. This view is based on assumptions of economies of scale for Google and economies of purchasing scale for advertisers. I refer to economies of production scale and purchasing scale together as economies of market scale, implying that a single firm is the least-cost arrangement when both producer and purchaser costs are considered, assuming there are no joint economies with other products. The presence of economies of scale is insufficient and not even necessary to cause natural monopoly in multiproduct firms. See William J. Baumol, On the Proper Cost Tests for Natural Monopoly in a Multiproduct Industry, 67 AM. ECON. REV. 809, 809 (1977); MARK A. JAMISON, INDUSTRY STRUCTURE AND PRICING: THE NEW RIVALRY IN INFRASTRUCTURE 91-93 (1999).

67 See Baumol, supra note 66. As I demonstrate in Section I, many providers of general search, including the leading providers, are multiproduct firms.
that Google faces and the economics of joint production of all of the services that could be produced with search.68

Even if scale economies were sufficient for making a firm a natural monopoly, the standard explicitly assumes static technologies and markets.69 Neither condition is present for search technologies. The definition and the technologies of search are moving targets. For example, Apple is not considered a direct rival in general search, but its Siri product could be the next generation of search.70 Services such as Yelp and UrbanSpoon for restaurants, MapQuest for locations, and Facebook and LinkedIn for company and personal information are growing in popularity as alternatives to general search.71

Clemons adopts an overly simplified method for identifying whether a firm is a natural monopoly, or at least has monopoly power, to observe whether the firm has unusually high temporal profits.72 However, the appearance of high temporal profits is insufficient for such a finding since the profit measure omits relevant costs and, if used by itself, ignores the possibility of the firm having unique qualities. By definition, the amount of temporal profit a firm receives is directly related to the value of its products and its technical efficiency.73 Stated simply, higher value and lower costs deliver financial rewards to the firm and economic efficiency to society as a whole.74 Important costs are missing from the calculation of temporal profits, namely the financial outlays, risks, and other opportunity costs incurred in creating the innovative products, including the numerous failures that occurred along the way. These costs are not necessarily included in the

68 See JAMISON, supra note 66. Jamison also says that multilateral rivalry exists when a firm faces competition from rivals that are diverse in their mixes of markets. Id. Substitutes for Google search include other general search services, specialized search, and some social networks. Companies that compete with Google also compete in markets where Google is absent. These companies include Microsoft, which competes in operating system markets where Google is not present, and Apple, which competes in electronic device markets where Google is not present. This is multilateral rivalry.

69 SHARKEY, supra note 51.


72 Clemons, supra note 64. Following what appears to be the definition for profit used by Clemons, I define temporal profit as earned revenue less production costs and other investment costs for a firm for a specific period of time.

73 Technical efficiency is the measure of the firm’s ability to minimize costs for a given output level at a specified quality. See DONALD RUTHERFORD, ROUTLEDGE DICTIONARY OF ECONOMICS 556 (2d ed. 2002).

measures of current profits, unless the costs are quite recent, but are very real to businesses, entrepreneurs, and investors: they must believe such costs can be recovered and future profits received in order to be willing to take risks and invest in innovations.\textsuperscript{75}

C. Common Carriers

A common carrier is a firm that offers transport service to the public.\textsuperscript{76} For example, railroads and trucking companies are common carriers because they transport other people’s goods. Common carriers have special obligations in part because customers give over control of their goods to a carrier and are dependent on the carrier to faithfully perform its service without harming the customers’ property. For example, a telecommunications company carries others’ electronic messages, sometimes across the globe, and customers depend upon the companies to ensure that the messages do not change while in transit. Some hold that common carriers do not have to be monopolies,\textsuperscript{77} but the foundations for common carrier obligations include a presumption of monopoly.\textsuperscript{78} Common carrier obligations are effected through economic regulation due to a belief that enforcement through contract law would be inefficient.\textsuperscript{79} Although some common carriers, such as telecommunications, have also been traditionally classified as public utilities, this is not generally the case, as railroads, buses, and trucks are common carriers but not utilities.\textsuperscript{80}

The regulation of common carriers is based on the English common law concept of “public callings” and, in general, requires carriers to charge reasonable prices, serve without discrimination, and provide honest and

\textsuperscript{75} Temporal profits serve a valuable function in the marketplace in that they attract competition. For example, industry observers claimed in 1998 that Yahoo! owned general Internet search. See Stross, supra note 48. But Google’s founders discovered uniquely valuable search algorithms, and the company became the industry leader. Today general search providers such as DuckDuckGo and Blekko assert that they have developed algorithms that are superior to those of Google. Whether these companies are correct and should succeed in the marketplace should be determined by customers, not by regulations that seek to hinder Google.

\textsuperscript{76} James B. Speta, A Common Carrier Approach to Internet Interconnection, 54 FED. COMM. L.J. 225, 252 (2002).


\textsuperscript{78} Public Callings-When is a Business a Public Calling-Regulation to Which They May Be Subjected, 8 IND. L.J. 270, 272 (1933).
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skillful service. The concept of public callings developed to address perceived situations of economic coercion, exploitation, and misuse of bargaining power that resulted from shortages of tradesmen, giving each available tradesman monopoly status in his trade, many centuries ago. The resulting regulation subjected certain businesses to the just price doctrine, which required that prices reflect the service’s value for the community in general; namely, prices based on unique circumstances of specific buyers or sellers were not allowed. These principles became embedded in U.S. law regarding common carriers because of market power abuses by railroad companies in the 1800s and because the railroad companies were granted special privileges by the government.

D. Applying the Common Carrier Concept to Google Search

Google search does not fit the definition of common carrier since Google is not transporting someone else’s property on that person’s behalf, and also because Google’s rivals do not give over control of their services to Google. As described in Section I, general search provides users with addresses of documents, ads, and specialized results such as video that are scored as highly relevant to the search query. Network providers, such as AT&T and Verizon, are classified as common carriers because they provide transmission services to retail telephone customers. Also, if Google search were considered a common carrier service, then so would all search—including specialized search—because the categorization would apply to all firms performing the service, regardless of individual market position.

Furthermore, Google search is not a public calling. While the public callings concept has evolved over time, its roots are in the context of situations where unusual circumstances leading to supply limitations gave certain tradesmen extraordinary power over customers and the ability to engage in what was considered extreme discrimination. While Google may have a large market share in general search in the U.S. by virtue of the majority of customers preferring Google’s service to those of Google’s rivals, I am unaware of any evidence that Google is restricting the supply of search results or search-based ads any more than what is demanded by the physical
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or cognitive limitations of page space and the number of search queries that users submit.

E. Essential Facilities Doctrine

The essential facilities doctrine developed in a U.S. legal case between MCI and AT&T, but its foundations are in cases involving, for example, railroads, electricity distribution, and airlines. The MCI case resulted from MCI’s attempt to compete with AT&T in long distance calls before AT&T divested its ownership of local telephone lines. AT&T, with several years of a government-protected monopoly, had ownership control of assets that rivals needed to be able to compete and could not duplicate. MCI could provide long-haul transmission as a specialized common carrier but needed local telephone lines to compete with AT&T generally. AT&T resisted providing access to its local lines until the resulting case, when the court affirmed that AT&T had to allow MCI access.

The doctrine is basically a refusal-to-deal issue and holds that a monopolistic firm’s refusal to grant rivals access to a facility that the rivals need to compete against the monopolistic firm can give rise to a legal antitrust liability. There is a four-part test to determine whether the doctrine applies:

1. Is the vertically integrated operator a monopolistic firm in control of the essential facility?

87 MCI Commc’ns Corp. v. Am. Tel. & Tel. Co., 708 F.2d 1081 (7th Cir. 1983).
88 Lipsky & Sidak, supra note 74. Other instances where courts have evoked the essential facilities doctrine include a case where a professional football team was denied access to the only suitable football stadium in the city, Hecht v. Pro-Football, Inc., 570 F.2d 982 (D.C. Cir. 1977), cert. denied, 436 U.S. 956 (1978), and a case of denied access to a monopoly electricity utility’s distribution grid, Otter Tail Power Co. v. United States, 331 F. Supp. 54, 61 (D. Minn. 1971), modified, 410 U.S. 366 (1973) (citing the “bottleneck” theory). Lipsky and Sidak describe other cases involving the doctrine. Lipsky & Sidak, supra note 74.
91 Cherry, supra note 81.
92 Vertical integration means the firm is engaged in more than one stage of production in sequence, for example, a farmer who produces corn and converts some portion of the crop to ethanol. If the farmer also sells corn to other ethanol manufacturers, the farmer would be considered to be selling the input, corn, to a downstream rival, the other ethanol manufacturer. See DONALD RUTHERFORD, ROUTLEDGE DICTIONARY OF ECONOMICS 591 (2d ed. 2002); Idea: Vertical Integration, THE ECONOMIST (March 30, 2009), http://www.economist.com/node/13396061.
2. Is the rival unable practically or reasonably to duplicate the essential facility?

3. Does the vertically integrated operator deny use of the facility to the rival?

4. Is it feasible for the vertically integrated operator to provide access to the rival?93

The existence of monopolistic control of a physical asset is fundamental to the doctrine.94 As Hausman and Sidak explain,

Inherent in the concept of an “essential facility” is the premise that the owner of that facility possesses monopoly power. The first two elements of the doctrine incorporate that recognition in a variety of ways. First, some degree of uniqueness and market control is inherent in the term “essential.” Second, the inquiry regarding the impracticability of duplication ensures that the doctrine will apply only to facilities for which no feasible alternative exists or that cannot be reasonably reproduced. Finally, the term “facility” itself connotes an integrated physical structure or large capital asset with the degree of cost advantage or unique character that usually confers monopoly power and market control by virtue of its superiority.95

Lipsky and Sidak explain that the degree of monopolistic control must be significant, although not necessarily absolute:

There will, of course, be instances in which the facility in question will be somewhat better than the alternatives, but not so much better as to preclude totally the continued survival of excluded parties. The present case law recognizes this distinction, and permits application of the doctrine where the competitive disadvantage is severe, rather than fatal.96

There are several restrictions on the application of the essential facilities doctrine. A recent Supreme Court case, Verizon Communications, Inc. v. Law Offices of Curtis V. Trinko,97 while declining to explicitly endorse or reject the essential facilities doctrine, found that whether regulatory oversight by an agency could force access is a significant question.98 Lipsky and Sidak identify other restrictions:

- The monopolistic firm must control the relevant market. For example, in Drinkwine v. Federated Publications, Inc.,99 a publisher of a
weekly advertising tabloid sought distribution from a local newspaper, a request that the newspaper declined. The court found that while the newspaper was indeed a monopoly in its community, the relevant market was distribution and other methods were available, such as direct mail.

- Control of an essential facility does not convey market power if the market for the end product is competitive.

- It is problematic to apply the doctrine to intellectual property for the following reasons: (1) The significant probability of disclosure of intellectual property would destroy the property’s value; and (2) mandatory sharing and compulsory dealings are inconsistent with the exclusivity that is necessary for incentives to create intellectual property.100

F. Applying the Essential Facilities Doctrine to Google Search

Google search does not fit the definition of an essential facility because inclusion in Google search is not an input sold to rivals or other enterprises, Google does not exclude rivals from being included in search results, and Google search is not monopolistic. Furthermore, even if Google search is or contains an essential facility, remedies could decrease customer value or force Google to divulge intellectual property.

1. Inclusion in Google Search is Not Sold and Google Does Not Exclude Rivals

In its early days, Yahoo! charged commercial Web sites for being included in its database.101 Google and other general search providers finance their search operations by selling advertising, even to rivals.102 This business model gives Google an economic incentive to provide valuable search results to consumers because advertising revenue is positively correlated with the number of search queries. This incentive applies even in instances where the search results would rank rivals’ sites as more relevant to the search parameters than a Google site.

Furthermore, Google does not exclude rivals from its search results. Google’s critics appear to concede this point, although Edelman asserts that Google restricts the supply of advertising for hotels by offering its own

100 Lipsky & Sidak, supra note 74, at 1219.
101 Wall, supra note 8.
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hotel booking service, Google Hotel Finder.\textsuperscript{103} However, he offers no evidence that Google’s introduction of its own booking service resulted in a decrease in the supply of hotel advertising and does not explain how Google’s provisioning of Google Hotel Finder may have restricted supply. He simply says, “Google raises price above marginal cost, restricts supply, and takes its pound of flesh from advertisers who have little alternative.”\textsuperscript{104} Indeed, Edelman contradicts his own claim\textsuperscript{105} that Google restricts the supply of ads by asserting that Google has generally increased its number of ads displayed: “And Google now shows as many fourteen (sic) ads on a page; users with mid-sized screens often must scroll to see the second algorithmic result.”\textsuperscript{106}

2. Google Search Is Not Monopolistic

Above I demonstrated that Google’s search is not a monopoly. Here I focus on whether Google search is monopolistic in the sense required for the essential facilities doctrine. This would mean that Google’s vertical rivals would suffer a severe competitive disadvantage if Google were to deny them access to Google search. Examining whether this is true is necessarily a hypothetical exercise because I know of no evidence that Google denies rivals access to Google search.

Google would not impose a severe competitive disadvantage on its vertical rivals by denying them access to Google search because the rivals have economical alternatives for attracting users to their Web sites. This is evidenced by the willingness of vertical rivals to compete with Google, the lack of control that general search engines have over customers’ Web site choices, and customers’ willingness to choose general search engines other than Google.

3. Vertical Rivals’ Willingness to Compete with Google

Edelman asserts that Internet entrepreneurs and investors are unwilling to launch new, vertical services that would compete with Google Maps and YouTube, for example, because Google’s search algorithms foreclose competition.\textsuperscript{107} Actual experience demonstrates the falseness of this assertion. Regarding whether firms would be willing to compete with YouTube, rivals
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Blip, Flikr, Dailymotion, and Vimeo have existed alongside YouTube since its inception. A Twitter-linked video service, Yfrog, was launched in 2009, at least two years after Google’s purchase of YouTube. Competitors to Google Maps include Bing maps (Microsoft), OVI maps (Nokia), and an open source alternative, Open Street Map. Also, as Kayak described in its Form S-1 filed with the U.S. Securities and Exchange Commission, during the first nine months of 2010, 72% of Kayak’s volume was generated by people going directly to its Web site, and only 8% came from general search engines. Furthermore, as explained above, DuckDuckGo is finding venture capital, contrary to Edelman’s claim. To its credit, Blekko is resisting the temptation to try to hamstring rivals with regulation, explaining instead that it would prefer to compete with Google and others without government intervention.

4. Alternatives to Google Search

The presence and prominence of economical alternatives to Google search demonstrate that, while it is advantageous for a firm to be listed in Google search results, exclusion by Google would not be fatal, or even severely harmful.

---
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Although Google provides 60% to 70% of the general searches in the U.S., data shows that users are not tied to Google.114 According to research by Performics:

1. 66% of users who prefer Google use a different search engine either frequently or occasionally;

2. 89% of users try a different search engine if they cannot find what they are searching for with their preferred engine;

3. new users are more likely to use Yahoo! than are more advanced users.115

A 2009 incident illustrates how readily and easily consumers switch to alternative sources of general search if Google fails to perform according to their expectations. For about an hour on the morning of January 31, 2009, a human error at Google caused each and every Google search result to contain the message “This site may harm your computer.”116 Even though the problem was short-lived, customers quickly moved to other search engines; during the one-hour time period that Google had the error, the number of Yahoo! searches doubled compared to the normal load.117 Once Google fixed the problem, customers quickly switched back to Google, indicating how quickly general search users recognize problems and adapt their behavior so that they are using the general search engine that provides them with the greatest value.118

One use of general search is navigational queries. This decreases the influence that a search engine can have on directing results. Searching for known sites means that people use search to link to a site instead of typing in the URL. For example, Experian Hitwise identified the ten most-searched terms for 2011 as “facebook,” “youtube,” “facebook login,” “craigslist,” “facebook.com,” “yahoo,” “ebay,” “www.facebook.com,” “mapquest,” and “yahoo.com.”119 Users were searching for “facebook,” for example in lieu of typing “www.facebook.com” in the browser address

---
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Thus, for the most popular searches, typing the URL into the browser address bar is a suitable substitute for search.

5. Search User Independence

Although search is important, it does not determine customer behavior; customers exercise discretion in making their choices. Even as early as 2005, before the recent rise of Facebook and smart phone apps as alternatives to general search, customers demonstrated their independence of search engine results. Qiu, Liu, and Cho find that search engines influenced only 13.6% of users’ Web traffic at the time of the study. According to early Pew Research results from about that time, only 44% of searchers regularly used just one search engine and two-thirds said they could stop using search engines without disrupting their lives very much.

According to Pew, about 92% of adult Internet users use search engines, and studies often find that users generally select the first, second, or third items listed in search results. But such findings do not mean that a search engine easily skews outcomes. Skewed results diminish the value to users, who are quite willing to change search engines. Indeed, the preponderance of first through third items being selected may mean that the search engines are working well. Also, according to the Performics study: (1) users pay attention to the descriptions of the search results listed (88% say they are more likely to select a search item if the item contains the exact words or phrases included in the query); (2) 89% of users modify their query if a search does not provide the desired item(s); and (3) 79% of users look beyond the first page of search results if it does not contain what they are looking for.

---
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6. Advertiser Independence

Likewise, academic studies cast doubt on whether search advertising is an essential facility. Studies by Ratliff and Rubinfeld and by Goldfarb and Tucker find that offline advertising constrains prices for online advertising, implying that advertisers have effective alternatives to online advertising in general.\textsuperscript{125} They further conclude that search-based advertising and non-search-based advertising compete with each other, meaning that search engine providers have no market power relative to other online advertising providers. These study results conflict with the statement by the Federal Trade Commission in approving Google’s acquisition of DoubleClick,\textsuperscript{126} so Ratliff and Rubinfeld\textsuperscript{127} explain where the FTC erred in its analysis. Consistent with the findings of Ratliff and Rubinfeld and of Goldfarb and Tucker, the Performics study finds that organic search results could serve to limit the amount that advertisers are willing to bid to appear in search advertising because users favor organic search results over ads: 79% always or frequently select items in the organic search, while 80% only occasionally, rarely, or never select ads.\textsuperscript{128} There is also evidence that other forms of online advertising serve as substitutes for search advertising: eConsultancy finds that the greatest growth in online advertising is with Facebook, not with search engines; that 35% of online advertisers have recently moved budget from search advertising to advertising on Facebook;\textsuperscript{129} and that 23% of online advertisers have moved budget from search to display ads.\textsuperscript{130}

7. Ease of Duplication

Another problem with applying the essential facilities doctrine to Google search and search advertising is that the doctrine is designed for resources that are difficult to duplicate, such as physical facilities, but Google’s products are based in software and intellectual property.\textsuperscript{131} As is demonstrated by Google’s success in overtaking the once-dominant Yahoo!
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in general search, and by the constant launching of new general search engines and new substitutes for search, the Internet’s openness makes it relatively easy for new services and companies to innovate and overtake the old guard. This ease of duplication and replacement contradicts a basic premise of the essential facilities doctrine, namely that the resource cannot be economically obtained by any other means. The fact that the resource is intellectual property only expands the mismatch between the doctrine and search because of the industry’s dynamic nature and because applying the doctrine would necessarily divulge Google’s trade secrets.

As my description of the history of search in Section I demonstrates, search technologies are always changing. Indeed, according to Google, its research and development efforts in 2010 included the following:

- 13,311 tests of potential algorithm changes to determine how they impacted the precision of search results;
- 8,157 experiments where users compared pages of search results side-by-side to assess user value;
- 2,800 click evaluations to see how a small sample—typically less than 1% of Google’s users—responded to a change.

These efforts resulted in more than 516 improvements in 2010—more than one per day. Yahoo! is also investing in the human experience in search, having hired a team of well-known scientists from leading universities to work with Yahoo!’s team of cognitive psychologists, sociologists, economists, and ethnographers. Google’s and Yahoo!’s efforts in innovation imply many things. One is that user value is constantly increasing in the current environment. This challenges the notion that search engine providers are exerting market power: the providers may be influential, but the market is clearly a moving target, making it difficult to exploit market power in any traditional sense.

---


8. Negative Impacts of Regulation

These investments in innovation also indicate the value of invention to the providers. Companies are investing significant amounts of money to advance their technologies, presumably in anticipation of profiting from these investments. Regulation would likely decrease the rate of innovation in ways that would diminish customer value and the competitiveness of the sector:

1. Regulation might result in innovative search engine providers divulging their intellectual property directly to rivals. Any potential transfer of such information to a rival decreases the innovator’s expected profit, which in turn diminishes the incentive to innovate.

2. Regulation would necessitate search engine providers divulging their intellectual property at least to government officials, with the likely outcome of information leaking to rivals.

3. Even if government officials were able to protect intellectual property, the probability of leaks would exist, which would diminish the expected profits from innovation, which in turn would decrease the incentive to invest.

4. Information would likely become available to Web site owners, who could use it to manipulate search engine results in their favor. This would diminish the value of search results to users. In order to protect the value of search results, search engine providers would need to make additional investments in mechanisms to thwart the manipulation, which would increase the cost of innovation.

5. Search engine providers would need to submit technology changes to regulators for their approval. Review times would necessarily delay invention and such additional costs would discourage change, similar to the case of regulatory rules for information services by telecommunications firms.\(^{135}\) This would be unworkable in the general search industry, where innovations are introduced at a rate of more than one per day.\(^{136}\)

6. Regulation would also likely lock at least the dominant search engines to outdated models of Internet search and freeze their evolu-


\(^{136}\) Facts About Google and Competition, supra note 133.
tion, even while rivals move forward. This would diminish the influence of Google, while also making Google less valuable to consumers.  

7. Regulation would lock in industry and product boundaries that will be outdated even as the rules are being put in place, further delaying innovation.

III. OTHER RATIONALES FOR REGULATING GOOGLE

Perhaps implicitly admitting that Google search does not fit the traditional frameworks for economic regulation, some authors, industry observers, and rivals have sought to invent a new framework. Edelman invokes a vague public interest criteria by arguing that “search and search advertising are the foundation of online commerce,” which he uses to support his advocacy for regulating Google search. Proponents of regulation also argue that regulation would be good for competition. I discuss these issues in this section.

A. Public Interest Criteria

While not explicitly using the phrase “affected with the public interest,” Edelman appears to invoke this concept in arguing that Google “search and search advertising are the foundation of online commerce” in support of his notion that Google search should be regulated. The precise meaning of a firm being affected with the public interest has evolved over time. In an 1876 case involving Illinois grain elevators, the U.S. Supreme Court identified such firms as including those that exercise “a sort of public office” and stand at the “gateway of commerce.” As the Court explained, the Illinois grain elevators were uniquely situated between the river harbor and the railroad tracks. It was virtually impossible to move either the har-
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bor or the rails, so the elevators were “virtual monopolies” for storing and transferring grain coming from “seven or eight great States of the West.”

In 1923, the Court refined its definition of affected with the public interest, dividing such firms into three categories:

(1) Those which are carried on under the authority of a public grant of privileges which either expressly or impliedly imposes the affirmative duty of rendering a public service demanded by any member of the public. Such are the railroads, other common carriers and public utilities. (2) Certain occupations, regarded as exceptional, the public interest attaching to which, recognized from earliest times, has survived the period of arbitrary laws by Parliament or colonial legislatures for regulating all trades and callings. Such are those of the keepers of inns, cabs, and gristmills. (3) Businesses which, though not public at their inception, may be fairly said to have risen to be such and have become subject in consequence to some government regulation. They have come to hold such a peculiar relation to the public that this is superimposed upon them. In the language of the cases the owner, by devoting his business to the public use, in effect grants the public an interest in that use and subjects himself to public regulation to the extent of that interest although the property continues to belong to its private owner and to be entitled to protection accordingly.

Glaeser explains that the third category is meant for the firms at the gateway of commerce, such as the Illinois grain elevators. He further points out the importance of the word “peculiar,” noting that all businesses affect the public welfare, and the only sensible way to understand the third category is to consider that these firms have an unusually close relationship to the public.

Google search does not fit any of these categories of firms affected with the public interest. I have already explained that Google search is neither a utility nor a public calling. But Edelman appears to argue that Google search is the foundation of online commerce and so sits at the gateway of commerce, an argument made more explicitly by Simpson. If these arguments were correct, Google search would fit the third category—businesses which, though not public at their inception, may be fairly said to have risen to be such and have become subject in consequence to some government regulation. I examine whether Google search is a gateway to commerce in the same sense as the Illinois grain elevators.

Compared to the Illinois grain elevators, Google search does not possess such a privileged position. Certainly, Google succeeds in making itself valuable, but the value comes from Google’s research and development into customers’ search preferences, not, as with the grain elevators, from an accident of geography. Indeed, many firms engaged in online commerce pay for certain URL names, which implies that specific Web addresses have

143 Munn v. Illinois, 94 U.S. 113, 130, 132 (1876).
145 GLAESER, supra note 46, at 162-63.
146 Edelman, Google’s Dominance, supra note 6.
147 Simpson, supra note 4.
value, perhaps so that customers can easily remember the addresses and enter them directly. Furthermore, Google search has numerous rivals, as evidenced from their activity before the U.S. Congress and with antitrust agencies. Also, as explained in Section II, search itself is not in a privileged position because online service providers use many methods to attract customers.

B. Benefit to Competition Argument

Regulation supporters argue that regulating Google would benefit competition, although they never explain what this means. It is unlikely that regulation advocates, such as Yelp and Microsoft, support the idea that more firms should enter their markets, so I interpret the phrase to mean that consumers benefit from the competitive interactions among firms. Such interactions can benefit consumers through aligning prices more closely with costs, increasing the amount of service being made available, and stimulating more innovations that improve consumer value.

As my analyses in Section II showed, general search engines lack market power. My analyses in Sections I and II also demonstrate that search is a highly innovative industry and that some innovations are sufficiently significant to result in new industry leaders. I know of no evidence that this industry lacks innovation due to its current market structure. However, some theoretical models suggest a firm with a large market share can sometimes leverage that market share to advantage itself as a market grows in other markets. Cremer, Rey, and Tirole draw this conclusion in the case of the Internet backbone, and Carlton and Waldman do so in the case of software. The essence of these findings is that complementarities, such as network effects, help a firm with a larger market share in one market to gain market share in other markets. Cremer et al. and Carlton and Waldman’s findings lack an analysis of how opportunities for future markets impact investments in today’s markets. Jamison demonstrates that the opportunity to leverage complementarities across markets stimulates investment in existing markets. Applied to the case of general search, the
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opportunities for future generations of search-like products probably help motivate Microsoft’s, Yahoo!’s, and Google’s investments in search.

Implicit in the regulation advocates’ arguments that regulation would benefit competition is a belief that benefitting rivals is the same as improving competition. Competition improves if new interactions among firms decrease market power, make innovation more profitable, or both. This is different from helping rivals. The oversight advocated by the supporters of regulation appears to be intended primarily to help rivals by hindering Google. Hobbling one competitor from providing competitive pressure on others is unlikely to result in lower prices, more innovation, or any other outcomes that benefit customers. Indeed, the constraints on Google would more likely provide its rivals with an umbrella under which they could exist without much threat from what would otherwise be the most effective firm in the market.

An unstated premise in the advocates’ argument for regulation is that Google’s rivals, who believe that Google discriminates against them in search, would benefit from the same search value that Google creates today. As explained above, a firm such as Google benefits from synergies across its search services, and these synergies incent increased search investment. If regulation were to decrease Google’s incentives to invest in search, search would be less valuable, which could decrease the customer traffic that rivals receive from Google search. These results are sensitive to underlying assumptions about whether Google discriminates against rivals, the costs and benefits of such discrimination, and the costs and benefits of investment in Google search. However, the analysis is clear that a conclusion about the benefits rivals might receive from the regulation of Google depends on market and production characteristics that are currently unknown.

CONCLUSION

In this article, I addressed the case for regulating Google search and find that the arguments are not compelling. The justifications are based on beliefs that Google search is a monopoly or at least a natural monopoly experiencing transitory competition, is affected with the public interest in the way that an electric utility is, performs a quasi-governmental function, provides transport services to rivals, and controls a facility that downstream rivals must obtain to compete with Google. None of these are true.

Also, fundamental to the regulation advocates’ conclusions is the notion that Google discriminates against rivals. I have not inspected Google’s algorithms to determine whether or how Google removes some documents
from its search as I know some search rivals do,\textsuperscript{153} favors Google-related sites relative to non-related sites in Google search results, or engages in other activities like some of the advocates of regulation claim. Certainly, incentives exist for Google to behave that way, but there are also offsetting incentives. For example, if discrimination diminishes the value of Google search and drives users to alternatives to Google search, the discrimination could be unprofitable. Furthermore, some discrimination can benefit customers if the discrimination leverages complementarities across products or markets. However, my interest here is not in whether the incentives exist or Google acts on them. I leave that for other research. Rather, my focus is on whether the arguments for regulation are substantial enough to justify economic oversight of Google even if such discrimination exists. I find that they are not.

LEEGIN’S EFFECT ON PRICES: AN EMPIRICAL ANALYSIS

Nathaniel J. Harris*

INTRODUCTION

Whenever the Supreme Court overrules nearly 100 years of precedent, the opinion will face significant debate, especially when the Court’s decision potentially harms consumers. In *Leegin Creative Leather Products, Inc. v. PSKS, Inc.*, the Supreme Court held that minimum resale price maintenance (RPM)—manufacturers setting minimum resale prices for “downstream” buyers—would be governed by the rule of reason. This decision overruled a ninety-six-year-old opinion that declared RPM per se illegal. Immediately following *Leegin*, many scholars and commentators criticized the Court, opining that switching to a rule of reason would increase consumer prices. Many state legislators and Congress members have accepted this critique, and are considering rejecting *Leegin* by codifying a per se standard for RPM.

Despite constant cries that consumer prices would increase, no empirical work has been conducted to determine if *Leegin* has actually affected prices. In this article, I construct empirical models in an attempt to determine if *Leegin* increased consumer prices. Then, I determine how dispositive these models are to the broader policy question of whether per se illegality should be codified. I find some evidence that *Leegin* increased pric-
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3 Dr. Miles Medical Co. v. John D. Park & Sons Co., 220 U.S. 373, 408 (1911).


5 See infra Section I.C.
es, but conclude that a per se standard for RPM should not be codified because increased prices do not necessarily harm consumers.

I discuss the background of RPM in Section I. This includes a discussion of the seminal Supreme Court case on RPM—Dr. Miles Medical Company v. John D. Park & Sons Company (1911)—and how RPM was treated prior to Leegin. Section I will also explain how Leegin changed the legal landscape at the federal and state levels. Section II summarizes the praise the Supreme Court received for the Leegin decision. In Section III, I examine the argument that Leegin was incorrectly decided because the decision will, among other things, increase consumer prices. This section will also discuss how frequently critics argue that Leegin increases prices. In Section IV, I use two difference in differences models and the consumer price index to empirically test the claim that Leegin has increased consumer prices. I include the results and implications of the study and conclude with what follows from the evidence of a price increase.

I. BACKGROUND OF MINIMUM PRICE RESALE AGREEMENTS

A. Dr. Miles and Per Se Illegality

The Sherman Act is more constitutional in nature than most federal statutes and based on a common law structure. Consequently, antitrust law is defined by the courts as they apply contemporary economics to the Sherman Act. This is what occurs in the arena of vertical price agreements.

Vertical resale price maintenance (RPM) agreements are agreements between manufacturers and resellers, where the manufacturers set minimum retail prices for their goods. For example, a shoe manufacturer will dictate to each of its retailers the minimum price they must charge for each pair of shoes. It is not immediately intuitive why a manufacturer would want to establish minimum retail prices because retailer markup appears to be divorced from a manufacturer’s revenue. However, dictating minimum

---

6 Appalachian Coals v. United States, 288 U.S. 344, 359-60 (1933) (“As a charter of freedom, the act has a generality and adaptability comparable to that found to be desirable in constitutional provisions.”).
7 Frank H. Easterbrook, Vertical Arrangements and the Rule of Reason, 53 ANTITRUST L.J. 135, 136 (1984) (“Antitrust is a form of common law. The Sherman Act of 1890 told the courts to make up a law on the subject of restraint of trade. Congress no more prescribed the content of this law than it prescribes the content of the law of collective bargaining.”).
9 Easterbrook, supra note 7, at 140.
10 Lambert, supra note 1, at 1944.
11 Id.
prices that retailers must charge benefits the manufacturers in three key ways. First, RPM diminishes the free rider problem caused by discount retailers—making it profitable for retailers to engage in point of service sales and advertising campaigns. Second, RPM can drive out non-dominant brands. Third, RPM makes it easier to operate “a manufacturer-level cartel” because cheating is more transparent. Additional benefits of RPM are discussed in Sections II and IV.B.

Although manufacturers benefit from RPM, any agreement that sets a required minimum price may initially raise price. Increased prices are harmful if they are the result of decreased quantity and the higher prices are not offset by procompetitive benefits. In 1911, the Supreme Court addressed the problem of RPM in Dr. Miles Medical Company v. John D. Park & Sons Company.

Dr. Miles Medical Company (Dr. Miles) was a pharmaceutical company that sold drugs to both wholesalers and retailers. Dr. Miles entered into a series of vertical price agreements with its retailers in order to maintain a constant resale price. Dr. Miles sued John D. Park & Sons Company, a retailer, alleging that they had engaged in “cutrate” pricing on Dr. Miles’s drugs and caused several of Dr. Miles’s other retailers to lose money. The Court held that “combinations between dealers, having for their sole purpose the destruction of competition and the fixing of prices, are injurious to the public interest and void.” The Court’s holding applied

12 Id.
13 Id. at 1952; Lester G. Tesler, Why Should Manufacturers Want Fair Trade?, 33 J.L. & ECON. 409, 410 (1990); see infra Section II.
15 Lambert, supra note 1, at 1947.
16 Retailers will be willing to enter RPM agreements mainly because it can increase retailer profits and allow consumers to benefit from superior service. Paul Dobson & Michael Waterson, Retailer Power: Recent Developments and Policy Implications, 14 ECON. POL’Y 135, 147 (1999). Under RPM, free riding will be limited and retailers can capture more of the positive externalities that are created by retailer advertising and in-store marketing because they have “perfect insurance” of price without fears that discount retailers will undercut their efforts. Patrick Rey & Jean Tirole, The Logic of Vertical Restraints, 76 AM. ECON. REV. 921, 928 (1986).
17 Robert L. Hubbard, Protecting Consumers Post-Leegin, ANTITRUST, Fall 2007, at 42.
19 220 U.S. 373 (1911).
20 Id. at 374.
21 Id.
22 Id. at 375.
23 Id.
regardless of the benefits to the contracting parties. The Court reasoned that the “public interest is the first consideration.” Although the Court did not expressly declare that RPM was “per se illegal,” Dr. Miles stood for per se illegality since it was decided. During the next ninety-six years, the federal and state courts applying federal law unequivocally followed this precedent.

Most states have their own antitrust statutes that generally mimic the Sherman Act. Antitrust laws in all but one state followed Dr. Miles’s per se ban on RPM; Illinois’s state courts rejected the per se standard for RPM. State antitrust laws adopted Dr. Miles in three different ways.

First, many states codified Dr. Miles to place a ban on RPM regardless of procompetitive effects. For example, the California antitrust statute says that all trusts are unlawful and defines a trust as:

[A] combination of capital, skill or acts by two or more persons . . . to make or enter into or execute or carry out any contracts, obligations or agreements of any kind or description, by which [parties] . . . bind themselves not to sell, dispose of or transport any article or any commodity or any article of trade, use, merchandise, commerce or consumption below a common standard figure, or fixed value.

This California statute is similar to the statutes in fifteen other states that codified Dr. Miles prior to Leegin.

Second, in the District of Columbia and five states, it is “permissive” to follow Dr. Miles. In these states, either by statute or precedent, it is optional for state courts, interpreting state antitrust law, to follow the federal courts’ interpretation of similar federal antitrust laws. For example, in Arizona, a statute states that “courts may use as a guide interpretations giv-

24 Id. at 375, 385.
25 Dr. Miles, 220 U.S. at 406.
26 Leegin Creative Leather Prods., Inc. v. PSKS, Inc., 551 U.S. 877, 881 (2007) (explaining that Dr. Miles established the rule of per se illegality); Robert H. Bork, The Rule of Reason and the Per Se Concept: Price Fixing and Market Division, 75 YALE L.J. 373, 399 (1966) (explaining that “vertical restraints suppressing competition among firms at a second level of the industry are illegal”).
28 See e.g. ALASKA STAT. § 45.50.562 (2009).
31 Id.
32 Id. at ii; CAL. BUS. & PROF. CODE § 16720(e)(1) (West 2011).
33 See Lindsay, supra note 30, at i-xv. See also Duncan & Guernsey, supra note 27, at 174.
34 Lindsay, supra note 30, at 1.
35 Duncan & Guernsey, supra note 27, at 176.
en by the federal courts to comparable federal antitrust statutes.” 36 The Supreme Court of Hawaii declared that a federal ruling will not be “blindly” accepted but rather will serve as a guide when interpreting state statutes. 37

Lastly, through statute or case law, some states mandate that state antitrust laws will follow federal law and federal court precedent. 38 The Colorado legislature and others have declared that when interpreting the state antitrust statutes, “the courts shall use as a guide interpretations given by the federal courts to comparable federal antitrust laws.” 39 The same result was obtained when the Supreme Court of Alaska held that “federal cases construing § 1 of the Sherman Act will be used as a guide.” 40 Regardless of the fashion, all courts interpreting both federal and state law, except Illinois law, 41 followed Dr. Miles until 2007, when the Supreme Court decided Leegin. 42

B. Leegin and the Rule of Reason—Ending 100 Years of Precedent

Per se illegality for RPM was criticized by some of the greatest antitrust scholars, including Richard Bork 43 and Frank Easterbrook. 44 Furthermore, in the forty years prior to Leegin, the Court overruled the per se standard and adopted the rule of reason for several other business practices—showing the Court’s skepticism for the per se standard. 45 Thus, the

---

38 Lindsay, supra note 30, at 1; see, e.g., IDAHO CODE ANN. § 48-102(3) (West 2000) (providing the statute “shall be construed in harmony with federal judicial interpretations of comparable federal antitrust statutes”).
39 COLO. REV. STAT. § 6-4-119 (West 2002) (emphasis added).
41 Gilbert’s Ethan Allen Gallery v. Ethan Allen, Inc., 642 N.E.2d 470, 474 (Ill. 1994) (holding that “a rule of reason analysis should have been performed in determining whether the RPM was a violation of [the monopolization section] of the Illinois Act”). This holding occurred thirteen years prior to Leegin; Illinois’s state law adhered to this holding since that time. Lindsay, supra note 30, at iv.
42 Duncan & Guernsey, supra note 27, at 178.
43 Bork, supra note 26.
44 Easterbrook, supra note 7, at 140-41.
45 Cont’l T. V., Inc. v. GTE Sylvania Inc., 433 U.S. 36, 58 (1977) (holding that the per se illegal standard for geographic restrictions on a franchise should be overruled and the rule of reason should be adopted); State Oil Co. v. Khan, 522 U.S. 3, 22 (1997) (holding that vertical maximum price fixing should be evaluated under the rule of reason instead of the per se rule); Alan J. Meese, Market Failure and Non-Standard Contracting: How the Ghost of Perfect Competition Still Haunts Antitrust, 1 J. COMPETITION L. & ECON. 21, 21 (2005).
stage was set for a change when the Supreme Court granted certiorari in *Leegin Creative Leather Products, Inc. v. PSKS, Inc.*\(^{46}\)

Leegin Creative Leather Products, Inc. (Leegin) manufactured a line of leather apparel that was only sold by small retailers.\(^{47}\) After some time, Leegin refused to distribute its products to retailers that sold Leegin’s products below a suggested price.\(^{48}\) One store operated by PSKS had been one of Leegin’s preferred retailers.\(^{49}\) Eventually it started cutting prices, and Leegin refused to sell its products to PSKS.\(^{50}\) PSKS filed suit claiming that Leegin violated § 1 of the Sherman Act by illegally setting minimum retail prices.\(^{51}\) The Court overruled *Dr. Miles*, holding that RPM should not be per se illegal, but rather governed by a rule of reason.\(^{52}\)

The Court gave closely entwined legal and economic rationales for why per se illegality is an incorrect standard for RPM.\(^{53}\) The court explained that per se illegality should be preserved for circumstances when conduct nearly always causes anticompetitive effects—an economically determined concept.\(^{54}\) RPM, however, can result in many procompetitive effects—making it a candidate for the rule of reason instead of per se illegality.\(^{55}\) These effects include increasing demand, ending the free rider problem, and promoting interbrand competition for existing firms and new entrants alike.\(^{56}\) The Court held that because RPM is not something that always or almost always has net anticompetitive effects, the rule of reason is the correct standard for RPM.\(^{57}\)

C. *Leegin’s Effect on the States and the Country as a Whole*

The structure of antitrust law in the United States has made *Leegin’s* effect more complicated.\(^{58}\) Federal antitrust policy is governed primarily by the Sherman and Clayton Acts and their associated case law. States also
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\(^{54}\) Id. at 886, 894.

\(^{55}\) Id. at 894.

\(^{56}\) Id. at 890-92.

\(^{57}\) Leegin, 551 U.S. at 899.

\(^{58}\) See Duncan & Guernsey, supra note 27, at 173-74 (exploring state antitrust laws and offering predictions on which state laws are likely to continue prohibiting RPM).
have their own varying antitrust laws. Several states have statutes or precedents declaring that state antitrust laws will be construed according to federal court precedents interpreting similar federal statutes. These states should follow Leegin. Other state laws make following federal courts permissive, and not mandatory; these states may follow Leegin. A third category of states have codified bans on RPM, and it is unlikely that they will follow Leegin in their state antitrust laws. There are a few additional states where legislation and court opinions conflict on how they apply federal antitrust precedent and it is uncertain whether they will follow Leegin. Therefore, Leegin’s effect varies greatly from state to state since each state may or may not have its own antitrust laws that conflict with the Sherman Act and its associated federal case law. By way of illustration, suppose State A codified Dr. Miles and State B follows Leegin. Firms using RPM nationwide are per se liable in State A but governed by the rule of reason in State B for the exact same conduct.

Consumer rights groups criticize Leegin because it will increase prices, and seek to reverse Leegin’s effect by codifying the per se standard at the state level. These groups have been successful in Maryland, where the state legislature codified a per se standard for RPM. These efforts to reject Leegin have not gone unchecked, legal societies and practitioners have encouraged lawmakers to embrace Leegin.

59 See id. at 174 (providing three general categories into which states’ antitrust laws can be grouped); see supra Section I.A. (providing examples of different state antitrust laws).
60 See supra Section I.A. (giving as examples Colorado and Alaska as two states whose legislatures have mandated that the antitrust laws will follow federal law and federal court precedent); Duncan & Guernsey, supra note 27, at 174.
61 See supra Section I.A. (giving as examples the District of Columbia and Hawaii as two of the five states whose legislatures have said the antitrust laws may follow Leegin, but are not required to); Duncan & Guernsey, supra note 27, at 174.
62 See supra Section I.A.; Duncan & Guernsey, supra note 27, at 174.
63 See supra Section I.A.; Duncan & Guernsey, supra note 27, at 174.
64 Duncan & Guernsey, supra note 27, at 173.
65 Joseph Pereira, State Law Targets ‘Minimum Pricing’, WALL ST. J. (Apr. 28, 2009), http://online.wsj.com/article/SB124087840110661643.html. The president of the Maryland Consumer Rights Coalition declared, “The Supreme Court has basically abandoned the consumer, and now the states and the federal government are finding they have to step into the breach.” Id.
67 Letter from James A. Wilson, Chair, ABA Section of Antitrust Law, to Henry C. Johnson, Chairman, Subcomm. on Courts and Competition Policy, Comm. on the Judiciary, U.S. House of Representatives (May 5, 2009), available at http://www.americanbar.org/content/dam/aba/migrated/poladv/letters/antitrust/2009may6_leegincaseh_1.authcheckdam.pdf. In this letter, the Chair of the ABA Section of Antitrust Law urged both states and
States are not the only political bodies that have received pressure to reject *Leegin*; Congress received pressure to modify the Sherman Act to reject *Leegin*’s holding.69 A bill was submitted by Senator Herb Kohl and supported by then-Senators Hillary Clinton and Joe Biden70 with the express purpose “[t]o restore the rule that agreements between manufacturers and retailers, distributors, or wholesalers to set the price below which the manufacturer’s product or service cannot be sold violates the Sherman Act.”71 A similar bill was also proposed in the House.72

II. PRAISE FOR *LEEGIN*

Many economists and legal scholars embraced *Leegin*.73 They agreed with the Court that RPM has procompetitive effects74 and is therefore, not a candidate for per se illegality.75

RPM causes numerous procompetitive effects. Firstly, RPM can solve the free rider problem that exists when firms try to establish point of service sales.76 When RPM is per se illegal, a retailer may go to great lengths and accrue costs to advertise a product without reaping the benefit of increased sales.77 A retailer would accrue costs through store displays and radio, television, and internet advertising.78 Furthermore, retailers expend resources Congress to embrace *Leegin*. Id. The letter declared that “the ABA supports the position that under the federal antitrust laws—and analogous state and territorial antitrust law—agreements between a buyer and seller setting the price at which the buyer may resell a product or service purchased from the seller should not be illegal per se.” Id.


70 Olszewski, supra note 69, at 388.
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training salesman and creating point of service sales. However, these expenditures will be unfruitful without RPM because discount retailers that do not invest in promoting a product can undercut the price of retailers that do incur promotion costs. Consumers will decide to purchase a product based on the efforts made by the retailer that spends money to advertise and educate the consumers, and then go to discount retailers to make the actual purchase at a lower price. However, when RPM is allowed, discount retailers—the previous free riders—will be bound to price at the same minimum level as everyone else and will be unable to undercut the other retailers.

Secondly, RPM agreements may facilitate entry. When there is an RPM agreement, retailers that have been selling a particular product are no longer concerned that they will be undercut by another retailer. With this protection, retailers are more willing to market new brands and incur new costs because they do not fear losing profits on existing products.

In addition, RPM will make it profitable for firms to market products with unpredictable demand. Without RPM, a retailer will keep a minimal stock of items that are not consistently sold. If they fully stock these items, they will have to sell them at a lower margin for fear that other retailers will undercut them and leave them with excess supply. To hedge against this problem, retailers maintain a low supply for items with an unpredictable demand. Consequently, when consumers actually want a product, there is a shortage of supply and consumers are forced to pay higher prices. However, under RPM, margins are maintained and it is profita-
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79 Id.; see, e.g., Howard P. Marvel & Stephen McCafferty, Resale Price Maintenance and Quality Certification, 15 RAND J. ECON. 346, 348 (1984) (an example of how resource expenditures can shift the demand for a product outward but this expenditure will be for naught in the absence of a way to charge higher prices to offset the increased costs).
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88 Id.; David A. Butz, Vertical Price Controls with Uncertain Demand, 40 J.L. & ECON. 433, 457 (1997) (“[M]anufacturers would shun risky ventures whenever [a ban on RPM] renders them less profitable than more certain alternatives.”).
89 Id.
able to market new products with unpredictable demand. Consumers then have more choices and pay lower prices for these products.

Given these possible procompetitive effects, RPM is not a candidate for per se illegality. Rather, the rule of reason should be used here to assess RPM’s benefits.

III. ARGUMENTS THAT LEEGIN INCREASES PRICES AND ATTEMPTS TO ANNUL LEEGIN

A. Claim that Leegin Will Increase Price

Most arguments condemning Leegin simply claim that allowing RPM will increase prices. These arguments assert that RPM agreements will cause prices to increase; a manufacturer will not create an agreement mandating a minimum cost for consumers that is below the cost already being charged. Consequently, this conflicts with the goal of antitrust law, which is to protect consumers. Since prices will go up when RPM is allowed,

---

92 Id.; see Raymond Deneckere, Howard P. Marvel & James Peck, Demand Uncertainty and Price Maintenance: Markdowns as Destructive Competition, 87 AM. ECON. REV. 619, 622 (1997) (explaining that Nintendo was able to successfully replace Atari because Nintendo used RPM).

93 Id.; see Deneckere, Marvel & Peck, supra note 92, at 622.

94 Olszewski, supra note 69, at 386.


96 State Oil v. Khan, 522 U.S. 3, 22 (1997) (holding that vertical maximum price fixing should be analyzed under the rule of reason because only this rule can effectively determine if there are anti-competitive effects); Cont’l T.V., Inc. v. GTE Sylvania, 433 U.S. 36, 58-59 (1977) (holding that non-price vertical restraints should be governed by the rule of reason because there are likely procompetitive effects); Standard Oil Co. of N.J. v. United States, 221 U.S. 1, 60 (1911) (establishing that the rule of reason should be used to determine whether a horizontal restraint unreasonably restrains trade because there are economic reasons to support procompetitive justifications).


RPM nearly always cause anticompetitive effects and for that reason, per se illegality is the appropriate rule, not the rule of reason.\textsuperscript{100} Others offer more complicated arguments to criticize \textit{Leegin}.\textsuperscript{101} First, RPM should remain per se illegal because there is no evidence that the extra profits earned by retailers will actually be transferred to consumers; rather, RPM is a “consumer-funded” bribe to retailers.\textsuperscript{102} RPM also prevents consumers who do not want point of service sales from realizing their preferences.\textsuperscript{103} Furthermore, free riding in this circumstance is not necessarily bad, but rather shows that a retailer transfers wealth to their consumers instead of retaining it for themselves.\textsuperscript{104} Alternatively, RPM is contrary to the goals of antitrust law because RPM causes wealth to be transferred from consumers to retailers and manufacturers.\textsuperscript{105} All of these problems will result in higher prices.\textsuperscript{106}

B. \textit{Attempts to Annul Leegin and Frequency of the “Increase Price” Argument}

The predominant criticisms of \textit{Leegin}, especially the claim that RPM will increase prices, have not been limited to scholarly debate alone. Thirty-eight state attorneys general joined and wrote a letter to Congress urging the repeal of \textit{Leegin} claiming that the repeal was justified because RPM would increase prices.\textsuperscript{107} Senator Herb Kohl also claimed that \textit{Leegin} would increase prices when he proposed a bill to the Senate that would codify per se illegality.\textsuperscript{108} Representative John Conyers proposed a similar bill in the House of Representatives.\textsuperscript{109} The bill was proposed because \textit{Leegin} was “expect[ed] . . . to result in increased prices charged to consumers.”\textsuperscript{110}

The president of the Maryland Consumer Rights Coalition, while promoting Maryland’s law that codified per se illegality for RPM, declared, “[t]he Supreme Court has basically abandoned the consumer, and now the

\begin{footnotesize}
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\item[100] Pamela Jones Harbour, \textit{A Tale of Two Marks}, 20 LOY. CONSUMER L. REV. 32, 45 (2007).
\item[101] Robert Pitofsky, \textit{In Defense of Discounters: The No-Frills Case for a Per Se Rule Against Vertical Price Fixing}, 71 GEO. L.J. 1487, 1489 (1983); \textit{see also} Letter from Pamela Jones Harbour to Supreme Court, supra note 97, at 2.
\item[102] Letter from Pamela Jones Harbour to Supreme Court, supra note 97, at 7.
\item[103] Id.
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\item[106] Id. at 9.
\item[107] Barr, supra note 4, at 2.
\item[110] Id. at 2.
\end{enumerate}
\end{footnotesize}
states and the federal government are finding they have to step into the breach.”111 This “[h]igher [p]rices” argument has also been used in other states that are attempting to follow Maryland’s lead and codify Dr. Miles.112

Federal Trade Commission Commissioner Pamela Jones Harbour opposed the rule of reason because of increased prices. She sent a letter113 to the Supreme Court while Leegin was under consideration and also testified before the Senate Subcommittee on Antitrust, Competition Policy and Consumer Rights claiming that overruling Dr. Miles would raise prices.114

Although the Senate and House bills have not been passed at the time of this writing, Leegin remains unpopular and important to Congress115 and others.116 On November 3, 2011, the Senate Judiciary Committee reviewed a bill—an unamended version of the bill that had previously failed—that would codify per se illegality.117 The Committee voted to resubmit the bill for approval, something that has not occurred.118 There was also a Facebook group created to oppose Leegin.119 This Facebook group claimed that the slow recovery from the 2008 recession can be partly blamed on Leegin and provides sample letters for constituents to send to their congressional representatives.120 Despite the frequent claims that Leegin has increased prices without sufficient procompetitive effects, an empirical study has not been done to determine if prices have actually increased.121
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111 Pereira, note 65.
113 Letter from Pamela Jones Harbour to Supreme Court, supra note 97, at 9.
114 See id. at 9 (arguing that if Dr. Miles were reversed and RPM became more prevalent, there would be higher prices).
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117 Senate Judiciary Passes Bill to Prevent Manufacturer Price-Fixing, WASH. INTERNET DAILY, Nov. 4, 2011.
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121 There was an empirical study done when Maryland passed a law codifying per se illegality for minimum RPM. A difference in differences model was used to determine if there was an increase in video game prices before and after the law was put into effect. Bailey & Leonard, supra note 66.
IV. EMPIRICALLY TESTING LEEGIN’S EFFECT ON CONSUMER PRICE

A. Methodology

Leegin’s effect on prices will be considered in three different phases. First, a time series graph and simple means comparison will indicate how the Consumer Price Index (CPI) has changed during the last ten years because of Leegin. Second, a difference in differences (DID) model will be used to discuss how CPI has changed for products likely subject to RPM compared to products that are not subject to RPM. Third, a DID model will be used to estimate how CPI has changed in areas that have applied Leegin compared to areas that have not applied Leegin.

1. Data Collection

There has been very little empirical work done to describe the effects of Leegin because price data is not readily available. However, CPI is closely related to price. CPI is a measure of the average change over time in the prices paid by urban consumers for a market basket of consumer goods and services. Given the close similarities between price and CPI, CPI will be used to determine how Leegin affects price. This is a central concern to the Leegin debate.

Leegin had varying effects in different states. Some state antitrust laws are identical to the federal laws and require that courts follow federal precedent. Other states have codified the per se illegality standard, which means Leegin would have no effect in these states because the firms using RPM will still be liable under state laws. Consequently, some states will follow a per se rule for RPM and some states will use the rule of reason.
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These differences create a DID framework with the *Leegin* decision as the treatment.\textsuperscript{130}

The Bureau of Labor Statistics produces the CPI in both monthly and annual increments.\textsuperscript{131} For this project, annual CPI will be used to prevent the cyclical problems that arise from monthly price data.\textsuperscript{132} The dataset will include the CPI for a ten year period from 2001 to 2010.

The CPI is not produced on a statewide basis but rather by metropolitan statistical areas (MSAs).\textsuperscript{133} These MSAs do not necessarily follow state lines and frequently span multiple states.\textsuperscript{134} For example, the Washington D.C. MSA includes parts of Maryland, Virginia, West Virginia, and all of the District of Columbia.\textsuperscript{135} This is problematic because Maryland switched to the rule of reason with *Leegin* and then reverted back to per se illegality in 2009.\textsuperscript{136} Virginia, however, follows federal precedent and adopted *Leegin*’s rule of reason.\textsuperscript{137} Consequently, the Washington D.C. MSA has conflicting laws within its borders. In order to segregate the MSAs that either exclusively followed *Leegin* or exclusively retained a per se rule, I determined each state’s treatment of RPM.

After reviewing all of the state statutes and precedents, I found that thirty states followed *Leegin* and fifteen remained per se illegal.\textsuperscript{138} Since the MSAs do not follow state lines, the total number of MSAs that exclusively followed *Leegin* or exclusively remained per se illegal was reduced.\textsuperscript{139} There were thirteen MSAs that followed *Leegin* and switched to a


\textsuperscript{132} Mark Bils, *The Cyclical Behavior of Marginal Cost and Price*, 77 AM. ECON. REV. 838, 838 (1987). Furthermore, the time graph for monthly CPI is highly cyclical with spikes during the third and fourth business quarters.


\textsuperscript{134} Id.

\textsuperscript{135} Id.

\textsuperscript{136} Lindsay, supra note 30, at vi.

\textsuperscript{137} Id. at xiv.

\textsuperscript{138} See id.; Duncan & Guernsey, supra note 27 (explaining how the different states treat *Leegin* and that how some states treat *Leegin* is indeterminate). The remaining states were indeterminate. Id.

\textsuperscript{139} A similar process has been used by an expert witness in *Realcomp II, Ltd. v. F.T.C.*, 635 F.3d 815, 832 (6th Cir. 2011) where the expert witness, Dr. Williams, had sifted through MSAs and selected a control group that could be used to analyze real-estate listings.
rule of reason in June 2007. There are significant demographic differences between these two groups as well as within the groups themselves. In order to account for these differences, these models will incorporate several control variables including: population by MSA, per capita income by MSA, Gross Domestic Product (GDP) by MSA, and the net inflow of the earnings of inter-area commuters. CPI for apparel will be used to determine Leegin’s potential effects because it is an industry where RPM is prevalent and because the pricing scheme under dispute in Leegin was for a product classified as apparel.

A DID comparing states that follow Leegin with those that do not, though likely the best way to conduct this analysis, is not the only analysis I conduct. In phase one, I present and discuss a time series graph and a means comparison. In phase two, I compare the CPI on apparel for MSAs that followed Leegin (Treatment Group) to the national CPI on lettuce using a DID model. CPI on lettuce is used because lettuce is not a product generally subject to RPM. In phase three, I conduct what I anticipate to be the optimal way, given the data constraints, to measure the effects of Leegin—a DID comparing CPI for apparel for the Treatment Group to CPI for apparel for MSAs that did not follow Leegin.

140 The thirteen MSAs that followed Leegin and adopted a rule of reason for RPM are: Anchorage, Denver-Boulder-Greeley, Miami-Fort Lauderdale, Tampa-St. Petersburg-Clearwater, Honolulu, Chicago-Gary-Kenosha, Detroit-Ann Arbor-Flint, Minneapolis-St. Paul, St. Louis, Pittsburgh, Dallas-Fort Worth, Houston-Galveston-Brazoria, and Milwaukee-Racine.
141 The five MSAs where RPM remained per se illegal are: New York-Northern NJ-Long Island, Los Angeles-Riverside-Orange County, San Francisco-Oakland-San Jose, San Diego, and Cleveland-Akron.
143 Leegin Creative Leather Prods., Inc. v. PSKS, Inc., 551 U.S. 877 (2007). There are goods that may be more specifically prone to RPM, such as footwear and electronics. However, CPI by MSA is not available for such narrow classes of goods. Apparel itself is still notoriously subject to RPM. Marvel & McCafferty, supra note 79 (“RPM has been common in . . . apparel markets.”); Bailey & Leonard, supra note 66, at 1 (explaining that video games are a common product that is subject to RPM); Benjamin Klein, Competitive Resale Price Maintenance in the Absence of Free-Riding, Hearings on Resale Price Maintenance, FTC, at 3-4 (Feb. 17, 2009), http://www.ftc.gov/opp/workshops/rpm/docs/bklein0217.pdf (explaining that athletic shoes, women’s shoes, and leather products are commonly subject to RPM); Howard P. Marvel & Stephen McCafferty, The Welfare Effects of Resale Price Maintenance, 28 J. L. & ECON 363, 363 (1985) (“It has been employed for complex products such as audio equipment and items as simple as toothpaste.”); Robert Pitofsky, Why ‘Dr. Miles’ Was Right, REGULATION, January/February 1984, at 29 (RPM has appeared in “boxed candy, pet foods, jeans, vitamins, hair shampoo, knit shirts, [and] men’s underwear.”).
144 Infra Section IV A.3.
145 Klein, supra note 143, at 3-4.
2. Average CPI Over Time and Means Comparison on MSAs that Followed *Leegin* and Adopted a Rule of Reason

Prior to discussing the DID model itself, a time series graph of average CPI for apparel in the MSAs that followed *Leegin* (Treatment Group) gives some insight into what happened before and after *Leegin* was decided. Figure 1 gives the average annual CPI for the Treatment Group from 2001 to 2010. The vertical line represents when *Leegin* began causing an effect. *Leegin* itself was decided midyear, June 28, 2007. However, *Leegin*’s effects on the market began when certiorari was granted on December 7, 2006, because it was anticipated that *Dr. Miles* would be overturned. This anticipation was warranted for two reasons. First, *Dr. Miles* was ninety-six years old and this was the first time the Supreme Court had ruled on minimum RPM since *Dr. Miles*. The Supreme Court would not have granted certiorari if it did not plan on overruling the per se standard. Second, antitrust law had steadily transitioned from a per se standard to a rule of reason for many kinds of business conduct; minimum RPM was the next per se standard on the list. Manufactures and commentators believed that *Dr. Miles*’s days were limited and the market likely began to react when the Court granted certiorari. Admittedly, it is unlikely that any firm began using minimum RPM before *Leegin* was decided. However, price and non-price effects likely began before June 2007 and measuring the effects beginning when *Leegin* was decided would miss some of the effects of the decision that began when certiorari was granted. Thus, to be inclusive enough to capture all the effects of the decision, I measure the effects of the decision from the beginning of 2007, and not just from the time *Leegin* was decided.

---

146 *Leegin*, 551 U.S. at 877.
148 *Id.*
149 State Oil v. Khan, 522 U.S. 3, 22 (1997) (holding that vertical maximum price fixing should be analyzed under the rule of reason because only this rule can effectively determine if there are anticompetitive effects); Cont’l T.V., Inc. v. GTE Sylvania, 433 U.S. 36, 38, 59 (1977) (holding that non-price vertical restraints should be governed by the rule of reason because there are likely procompetitive effects); Standard Oil Co. of N.J. v. United States, 221 U.S. 1 (1911) (establishing that the rule of reason should be used to determine if a horizontal restraint unreasonably restrains trade because there are economic reasons why there could be procompetitive justifications).
151 With the decision to use annual data, the alternative choice would be to begin measuring the effects of *Leegin* starting with 2008. Measuring the effects beginning at the time certiorari was granted is preferable to six months after the decision was decided because measuring from January 2008 would cause the analysis to miss six, and likely twelve months of effects.
As seen in Figure 1, CPI was already trending upward for apparel prior to 2007. The slope has actually been positive since 2004. The rate of change from 2007 to 2009 was greater than the rate of change just prior to 2007. This observed change is necessary but not sufficient to say that CPI increased because of Leegin—there are other factors that may have caused the upward trend that must be considered in order to make dispositive statements about Leegin’s effect on consumer prices. This is why a DID model is useful in this circumstance. It will account for overall market trends and shocks during this period.152

Before proceeding to a DID, a separate means comparison explores the differences in CPI for apparel—a product generally susceptible to RPM153 both before and after Leegin was decided.154 This comparison only includes the MSAs that followed Leegin—the Treatment Group. Figure 2 graphs the means.

---

152 Bertrand, Duflo & Mullainathan, supra note 130.
153 Marvel & McCafferty, supra note 79; Bailey & Leonard, supra note 66, at 1; Klein, supra note 143; Marvel & McCafferty, supra note 143; Pitofsky, supra note 143.
154 Comparing the means prior to doing regression analysis is a practice used in Michael R. Baye & Joshua D. Wright, Is Antitrust Too Complicated for Generalist Judges? The Impact of Economic Complexity and Judicial Training on Appeals, 54 J. L. & ECON. 1, 14 (2011). Though more complicated than the method used here, a similar methodology and analytical structure to Baye and Wright is used in this means comparison.
The average CPI post-Leegin is nearly two units higher. However, a t-test shows that this difference is not statistically significant at any level.\textsuperscript{155} Thus, a suggested conclusion cannot be drawn from this means comparison. As with the time graph, this means comparison implies that a DID is a more appropriate mode of analysis under these circumstances.

3. Difference in Differences Model #1: Products Subject to RPM with Products Not Subject to RPM as the Control

Although Figure 1 and Figure 2 yield useful information about the effects of Leegin on price, other effects within the market need to be controlled for because those effects may have caused changes in the CPI around the time Leegin was decided.\textsuperscript{156} Consequently, comparing the CPI for apparel in these regions to the CPI of another product that is not subject to RPM will give additional insight into Leegin’s effect on prices. Lettuce is not subject to RPM and its CPI will be compared to the CPI for apparel in this model.\textsuperscript{157}

\textsuperscript{155} The probability, based on mean values, that the two samples were taken from the same distribution.

\textsuperscript{156} Bertrand, Duflo & Mullainathan, supra note 130.

\textsuperscript{157} Klein, supra note 143, at 3-4; Consumer Price Index, BUREAU OF LABOR STATISTICS, http://www.bls.gov/cpi/data.htm (last visited Jan. 16, 2013).
This comparison is best done with a difference in differences (DID) model.\textsuperscript{158} This statistical method measures the difference in the means of CPI for apparel and CPI for lettuce, thus controlling for any market trends that may have caused shocks in the CPI for apparel at the same time as when \textit{Leegin} was decided.\textsuperscript{159}

This method is beneficial because it naturally compares CPI for apparel to another product subject to market forces, and because a number of demographic and market variables can be included to control for additional effects.\textsuperscript{160} This model will show how much the difference between CPI for apparel and CPI for lettuce changed after \textit{Leegin} was decided, and whether this change is statistically significant. The model is characterized as:

\[
Y = \text{CONSTANT} + \text{APPAREL} \cdot dB + \text{CONTROL} \cdot DEM + \text{LEEGIN} \cdot d2 + \text{LEEGIN} \cdot \text{APPAREL} \cdot d2 \cdot dB + \gamma_s + \gamma_t + \varepsilon
\]

In the model, $Y$ is annual CPI; $dB$ is the dummy variable that specifies whether the CPI is for lettuce or apparel; $DEM$ is a vector of demographic variables (MSA population, income, and GDP); $d2$ is the variable for either before or after \textit{Leegin} was decided; $d2 \cdot dB$ is the interaction variable, or mixed dummy variable, for CPI for apparel after \textit{Leegin} was decided; $\gamma_s$ is a fixed effect for type of good; and $\gamma_t$ is a fixed effect for time. $\text{LEEGIN} \cdot \text{APPAREL}$, the coefficient for $d2 \cdot dB$, is the coefficient that is critically important to the question asked and will show how CPI changed for goods where RPM is prevalent when \textit{Leegin} was decided. Table 1 reports the coefficients of the model, the z-statistics, and critical significance levels. It includes the resulting changes as more control variables are included.


\textsuperscript{159} Bertrand, Duflo & Mullainathan, \textit{ supra} note 130.

\textsuperscript{160} Bruce D. Meyer, \textit{Natural and Quasi-Experiments in Economics}, 13 \textit{J. BUS. & ECON. STAT.} 151, 156 (1995) (“The incorporation of the influences of other variables . . . provides a simple way to adjust for observable differences between the observations in different groups.”). The demographic variables are MSA population, income, and GDP.
Table 1. Leegin’s Effect on CPI for Apparel with CPI for Lettuce as the Control

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEEGIN*PERSE</td>
<td>1.417</td>
<td>-36.21***</td>
<td>-8.453</td>
<td>-8.855</td>
<td>-12.87*</td>
</tr>
<tr>
<td></td>
<td>(0.819)</td>
<td>(-7.127)</td>
<td>(-1.473)</td>
<td>(-1.572)</td>
<td>(-1.824)</td>
</tr>
<tr>
<td>GDP</td>
<td>1.01e-05***</td>
<td>1.03e-05***</td>
<td>7.96e-06***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(7.045)</td>
<td>(7.365)</td>
<td>(2.737)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>INCOME</td>
<td>0.00130**</td>
<td>0.00136**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.345)</td>
<td>(2.446)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MSA POPULATION</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.33e-07</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.926)</td>
</tr>
</tbody>
</table>

Year FE No Yes Yes Yes Yes
MSA FE Yes Yes Yes Yes Yes
Observations 140 140 140 140 140
Number of MSAs 14 14 14 14 14

Note: Robust z-statistics are in parentheses.
* Significant at 10%
** Significant at 5%
*** Significant at 1%

The LEEGIN*APPAREL coefficient is the most important for this model. It shows that the difference between CPI for lettuce and CPI for apparel decreased\(^{161}\) when \textit{Leegin} was decided. This is statistically significant at the ninetieth percentile when all the control variables are included, which means there is a ninety percent probability that the correlation between CPI and \textit{Leegin} is not the result of random occurrence.\(^{162}\) It must be noted that the average CPI for lettuce was higher than the average CPI for apparel for the entire time period. This directionally indicates that CPI for apparel actually increased after \textit{Leegin} was decided. One may also posit from this evidence that because CPI increased with \textit{Leegin}, so did prices. However, the findings from this model alone are not dispositive.

A DID model is strongest when the control and treatment groups are identical but for the single factor that is being tested.\(^{163}\) Here, lettuce and apparel are quite different products and are in different markets altogether,

\(^{161}\) LEEGIN*APPAREL is negative in Table 2 but LEEGIN*MSA is positive in Table 3. Yet, both tables show that CPI is higher because of \textit{Leegin}. This is possible because in the first model (Table 2), CPI for the control group was higher than CPI for the Treatment Group for the entire time series. A DID model measures the change in the differences in the control group and Treatment Group. Since the Treatment Group is lower than the control group, a change in the difference will be negative if CPI increased for the Treatment Group. In the second model (Table 3), CPI for the Treatment Group is higher than CPI for the control group for the entire time series, so an increase in CPI will cause LEEGIN*MSA to be positive.


\(^{163}\) Bertrand, Duflo & Mullainathan, supra note 130, at 251 (explaining that DID is “valid only under the very restrictive assumption that changes in the outcome variable over time would have been exactly the same in both treatment and control groups in the absence of the intervention”).
thus weakening the ability of the model to exactly control for external market forces. Furthermore, CPI for lettuce is a national CPI and CPI for apparel is by MSA. These differences weaken the descriptive value of this model. However, I construct a superior DID in the next section where the control and Treatment Group are much more similar and better control for outside shocks that may have caused an increase in CPI after *Leegin*.

4. Difference in Differences Model #2: MSAs Following *Leegin* with MSAs Not Following *Leegin* as the Control

In the second DID model, I take the thirteen MSAs that followed *Leegin* and compare them to the other MSAs that did not apply *Leegin*. This model is superior to the previous model because the control group—MSAs that have not applied *Leegin*—is much more similar to the Treatment Group.\footnote{164} Both the Treatment Group and the control group are based on MSAs during the same time periods, and based on CPI for the same products.\footnote{165}

The model yields a variable that shows how CPI differs in an MSA applying a per se rule to an MSA applying a rule of reason after *Leegin* was decided. This essentially shows how much CPI has changed because of *Leegin* and whether the observed change is statistically significant. Table 2 reports the coefficients of the model, the z-statistics, and which coefficients are significant at critical levels.\footnote{166} It includes the resulting changes as more control variables are included.

\footnote{164} *Id.*  
\footnote{165} *Id.*  
\footnote{166} This second DID model will be characterized as:

\[
Y = CONSTANT + MSA*dB + CONTROL*DEM + LEEGIN*d2 + LEEGIN*MSA*d2*dB + \gamma_i + \gamma_t + \epsilon
\]

where Y is annual CPI, dB is the dummy variable that specifies if it is an MSA that follows *Leegin* or retained the per se standard, DEM is a vector of demographic variables (MSA population, income, net inflow of the earnings of inter-area commuters, and GDP), d2 is the variable for before or after *Leegin* was decided, d2*dB is a mixed dummy variable for MSAs that followed *Leegin* after *Leegin* was decided, \( \gamma_i \) is a fixed effect for MSA, \( \gamma_t \) is a fixed effect for time, and \( \epsilon \) is the error term. \( \delta_i \), the coefficient for d2*dB, is the coefficient that is critically important to the question asked and will show what CPI does depending on whether it is an MSA that followed *Leegin* after the rule of reason was adopted in *Leegin*. The demographic variables are Income, Population, GDP, and Residence Net Inflow, or net inflow of the earnings of inter-area commuters.
Table 2. Leegin’s Effect On CPI for Apparel with MSA’s Not Following
Leegin as the Control

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEEGIN*MSA</td>
<td>1.791*</td>
<td>2.961</td>
<td>2.523</td>
<td>2.940</td>
<td>2.983</td>
<td>2.579</td>
</tr>
<tr>
<td></td>
<td>(1.749)</td>
<td>(1.598)</td>
<td>(1.287)</td>
<td>(1.532)</td>
<td>(1.485)</td>
<td>(1.290)</td>
</tr>
<tr>
<td>GDP</td>
<td>-6.92e-06</td>
<td>-2.22e-05*</td>
<td>-2.18e-05</td>
<td>-4.96e-05**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-0.672)</td>
<td>(-1.937)</td>
<td>(-1.352)</td>
<td>(-2.342)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>INCOME</td>
<td>0.00116**</td>
<td>0.00118**</td>
<td>0.00144***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.930)</td>
<td>(2.884)</td>
<td>(3.387)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>POPULATION</td>
<td>-9.55e-08</td>
<td>-1.98e-07</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-0.0740)</td>
<td>(-0.154)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RESIDENTINFLOW</td>
<td>-1.56e-06**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-1.995)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Year FE No | Yes | Yes | Yes | Yes | Yes | Yes
MSA FE Yes | Yes | Yes | Yes | Yes | Yes | Yes
Observations 180 | 180 | 180 | 180 | 180 | 180 | 180
Number of MSAs 18 | 18 | 18 | 18 | 18 | 18 | 18

Note: Robust z-statistics are in parentheses.
* Significant at 10%
** Significant at 5%
*** Significant at 1%

I find that the LEEGIN*MSA coefficient is 2.579 and is statistically significant at the eightieth percentile. This means that average CPI was 2.579 points higher than average CPI in areas that adopted Leegin as compared to areas that did not adopt Leegin. Even though econometricians usually require the ninetieth or ninety-fifth percentile for an outcome to be labeled as statistically significant, the eightieth percentile in this output means that there is an eighty percent chance that the correlation between the Leegin decision and increased CPI is not a result of random occurrence. Thus, even though not statistically significant in formal econometric analysis terms, this model supports a causal relationship between Leegin and increased CPI. While this model is not dispositive, because of the close similarities between the treatment and control groups and the significance to the eightieth percentile, the results provide stronger evidence that Leegin did in fact have an impact on CPI and consequently on the prices that consumers pay.

However, there are still some caveats as to the strength of this model. First, this model only included five MSAs in the control group and only thirteen in the Treatment Group. This is far from a complete panel and slightly weakens the descriptive strength of the DID model.\(^{167}\) Second,
three of the five control MSAs were from the state of California. The demographic controls likely accounted for this problem but it is not ideal.\textsuperscript{168} Third, \textit{Leegin} is recent enough that there were only four annual observation points after the opinion was decided. Finally, CPI is not the same as price, and conclusions about consumer price can only be inferentially drawn.

Regardless of these caveats, this model and the previous model provide evidence that prices have increased because of \textit{Leegin}. The question remains though: How determinative are these models to the broader policy question of whether per se illegality should be codified?

\section*{B. Dispositive Nature of These Models to the Broader Policy Question}

As discussed in Section III.A., many have argued that \textit{Leegin} should be overruled because it has increased prices.\textsuperscript{169} These models provide at least some evidence that there was a price increase. However, the question remains: Is a price increase sufficient justification for Congress to legislatively overrule \textit{Leegin}. Admittedly, there are several theoretical limitations that prevent these models from dispositively showing that \textit{Leegin} should be overruled.\textsuperscript{170}

\subsection*{1. The Goal of Antitrust Law is to Promote Consumer Welfare}

A consumer price increase is not sufficient to establish anticompetitive effects. The goal of antitrust law is to promote consumer welfare and conduct that decreases welfare is classified as anticompetitive.\textsuperscript{171} An increase in price may mean a decrease in consumer welfare, but it may also mean an increase in consumer welfare. If a price increase is the result of decreased quantity, there is a net loss of consumer welfare.\textsuperscript{172} The price may altern-
An increase in demand increases the quantity purchased at the market clearing equilibrium and increases welfare—a procompetitive result. Therefore, a price increase may be anticompetitive or procompetitive depending on if it was caused by an increase or decrease in quantity sold. Consequently, changes in quantity are necessary to determine if *Leegin* has actually harmed consumers.

Further research should be done to determine if *Leegin* affected the total quantity sold. A DID model based on total sales before and after *Leegin* was decided would be extremely informative.

### 2. A Price Increase Does Not Necessarily Rebut *Leegin*’s Procompetitive Effects

In *Leegin*, the Supreme Court decided to adopt a rule of reason for RPM because of RPM’s procompetitive justifications. These justifications included increased demand and ending the free rider problem. As discussed previously, an increase in demand will be accompanied by a price increase. Consequently, showing a price increase does not discredit this procompetitive justification.

The free rider problem in this context dissuades retailers from expending resources to promote products because other retailers that do not expend the same resources can charge less and yet maintain the same margin. Retailers will not advertise because of this problem. Advertising is a wealth transfer to consumers because added “information benefits consumers by providing information for decision-making of products and ser-

---

173 See Tor & Rinner, *supra* note 171, at 813 (describing how higher prices due to retail price maintenance can lead to increased demand).

174 *Id.*


177 *Leegin*, 551 U.S. at 890-92.

178 See *supra* Section IV.B.1.


180 *Id.* at 1953 (“If such free riding is extensive, the high-service dealer will find that it cannot profitably continue to offer costly point of sale services and will cease to do so.”).
vice.”181 Point of service sales is also a wealth transfer because consumers gain more from purchasing a product. When a consumer can gain additional wealth by purchasing a product, there will be an increase in consumer demand because a rational purchaser is a wealth maximizer.182 Since there is an increase in demand, prices will increase as Leegin prevents free riding.

Since both of the procompetitive justifications made by the Supreme Court—demand will increase and free riding will end—will likely increase price, evidence of a price increase alone does not discredit Leegin’s holding.

3. **Leegin Adopted a Rule of Reason for RPM, Not a Per Se Legal Standard**

Firm behavior that results in increased prices should be carefully reviewed because increased prices may harm consumers.183 However, procompetitive justifications must be taken into account.184 Critics of Leegin seem to think that the Supreme Court’s holding that there are procompetitive justifications for RPM necessarily entails that all RPMs are now legal.185 However, Leegin did not declare that RPMs were per se legal, as has been advocated for by at least one scholar.186 Under the rule of reason, each time a manufacturer uses RPM, the conduct is still subject to judicial review where the court will weigh evidence of both procompetitive and anticompetitive effects and subsequently determine if that particular RPM promotes consumer welfare.

---


183 See Kenneth L. Elzinga, *The Goals of Antitrust: Other than Competition and Efficiency, What Else Counts?*, 125 U. PA. L. REV. 1191, 1194 (1977) (explaining that efficiency is a goal of antitrust law and that “prices will be made lower in [an efficient] market so that for any given income . . . a larger basket of goods and services can be purchased.”). Increasing prices is the opposite of the goal of decreasing prices and is a sign that there is consumer harm. Consequently, preventing increased prices is a goal of antitrust law.


185 See Letter from Pamela Jones Harbour to Supreme Court, *supra* note 97, at 1 (predicting that under Leegin “vertical minimum price fixing will become beyond effective challenge under the federal antitrust laws”).

Leegin is new enough that it is uncertain how the courts will apply the rule of reason. There has yet to be any definitive interpretation about what the prima facie burden will be under the rule of reason for RPM and what constitutes cognizable rebuttal evidence. If future adjudication indicates that showing a price increase meets the prima facie burden, then plaintiffs will have a much easier case and will be the likely victors in most RPM cases. Consequently, the fears that Leegin has abandoned the consumer would be unwarranted since a price increase is enough to shift the burden. However, if the courts begin to interpret Leegin as a per se legal standard, then the fear that consumers will be harmed is more justifiable. Only time will tell what “rule of reason” means for RPM under the Leegin decision.

CONCLUSION

Leegin overruled Dr. Miles and ninety-six years of precedent when it declared RPM was not per se illegal but rather subject to rule of reason analysis. As can be expected when a century of precedent is overruled, there has been significant debate surrounding the Supreme Court’s decision. Many scholars, consumer protection agencies, and practitioners have condemned Leegin because it will allegedly increase consumer prices and harm welfare. As a result, these groups are encouraging both states and Congress to pass laws that would codify Dr. Miles.

I constructed two DID models to determine if these concerns are legitimate and if Leegin has, on the whole, actually increased prices. I find that there is some evidence that CPI has increased because of Leegin. This evidence inferentially implies that prices have also increased because of Leegin.

However, a simple showing of price increases does not dispositively mean that Leegin should be overruled by Congress or state legislatures. Price increase alone could have just as feasibly resulted from an increase in demand, or the harms of the increase could be offset by procompetitive effects. A showing of increased price with an accompanying decrease in output is necessary to reject Leegin. As for now, though, a showing of increased price is but one step towards determining if Leegin is actually harmful to consumers. As a result, it is imperative that further work be done before states or Congress legislatively overrule Leegin.

187 See Lambert, supra note 1, at 1939 (describing the Court’s requirement that lower courts develop a “structured” rule of reason in RPM cases and describing different approaches that courts could use).
188 See id. at 1981-82 (describing a potential interpretation provided by one influential treatise).
189 See id. at 1941 (“[I]n the post-Leegin era, in the face of a proliferation of RPM arrangements, courts must develop means of distinguishing pro-from anticompetitive RPM agreements.”).
INTRODUCTION

The cy pres doctrine is a rule of construction originally utilized in trust law to save a testamentary charitable gift that would otherwise fail due to the original gift being impossible or impracticable to fulfill. The evolution of cy pres, also known as fluid recovery, allows courts to invoke the doctrine when distributing leftover damage or settlement funds in class actions. In such cases, the courts interpret the doctrine to permit distribution of funds to the “next best” use when claiming class members or absent class members cannot be compensated individually.

Cy pres distributions of unclaimed funds in class actions are controversial because they leave the courts with broad discretionary powers to decide where to direct the funds to indirectly benefit the class. Often, this involves the court awarding money to charities or organizations that are, at best, loosely related to the class members’ injury. The system for distribution of funds knows few boundaries and is generally unpredictable. As a
result, uninjured third parties can acquire generous awards intended for purportedly injured class members.8

In the 1801 English case of *Brudenell v. Elwes*, Chief Justice Lord Kenyon stated, “The doctrine of *cy pres* goes to the utmost verge of the law, even in the construction of wills; and we must take care that it does not run wild.”9 Lord Kenyon worried about the abuses that could result from a doctrine that granted chancellors such great discretion over directing funds.10 Although Lord Kenyon could never have envisioned how the doctrine would come to be used in the class action context, his fear that its discretionary nature would allow the doctrine to “run wild” has been realized. In fact, a 2007 article in the *New York Times* echoes Lord Kenyon’s concern about *cy pres* but in the class action context.11 The article notes that *cy pres* awards are “an invitation to wild corruption of the judicial process.”12

Courts have held that the choice of fund distribution options should be guided by the objectives of the underlying statute under which the original suit was brought, and the interests of the absent class members.13 Under this line of reasoning, some appellate courts have struck down distributions that are not tied to the benefit of the class members.14 However, a great number of courts have disregarded this principle and approved distributions that are almost entirely unrelated to the class members’ injury or the underlying issue at the heart of the lawsuit.15 Courts that approve such vaguely related distributions do a great disservice to the absent class members, while at the same time furthering the interests of the plaintiffs’ attorneys,

---


12 Id.; see also S.E.C. v. Bear Steams, 626 F. Supp. 2d 402, 416 (S.D.N.Y. 2009) (“Absent specific legislation, courts are left with unfettered discretion to direct the distribution of what can be large sums of money.”).


14 See, e.g., *Six Mexican Workers*, 904 F.2d at 1304 (setting aside the district court’s distribution because it did not serve the goals of the statute or protect interests of absent class members); Wilson v. Southwest Airlines, Inc., 880 F.2d 807, 809 (5th Cir. 1989) (setting aside *cy pres* distribution because the court failed to balance all interests); *In re Folding Carton Antitrust Litig.*, 774 F.2d 1252, 1254 (7th Cir. 1985) (setting aside district court’s *cy pres* distribution based on abuse of discretion).

judges, the third party who receives the distribution, and—at times—even the defendants. Utilizing cy pres in this way can create ethical dilemmas and conflicts of interests for judges and attorneys, and creates a new “cy pres industry” in which charities send lobbyists to advocate for their cause to judges who have the authority to approve such a distribution.16

This comment argues that the use of cy pres in class actions effectively changes the incentives of parties involved in the proceeding, resulting in vast ethical implications. The best solution to this “cy pres problem” is one that maximizes the absent class members’ interests while minimizing the interests of judges, plaintiffs’ attorneys, and charities. Part II offers a brief background of the use of cy pres, from the origins of the doctrine to its use today in United States trust law, along with the evolution of the doctrine’s use in class actions. Part III of this comment evaluates how the fairly recent introduction of cy pres into the adversarial judicial proceeding, especially in the class action context, has changed the traditional incentives of the parties involved in the proceedings and created ethical dilemmas. Finally, Part IV examines possible solutions to the cy pres problem and argues that statutory changes, particularly adding provisions analogous to the Class Action Fairness Act for federal class actions, are necessary to alter incentive structures to minimize abuses of the system and conflicts of interest.

I. BACKGROUND

A. Origins of Cy Pres in Trust Law

Cy Pres is a concept deeply entrenched in trust law.17 The full name for the doctrine, “cy pres comme possible,” is Norman French for “as near as possible.”18 The Restatement of Trusts notes the doctrine should be used when the specific charitable purpose for which property was placed in a trust no longer becomes a viable option either because it is unlawful, impossible, or impracticable to carry out the original purpose. In such cases, the court will direct the property to a charitable purpose that “reasonably approximates the designated purpose.”19 The testator’s intent is accordingly executed “as nearly” as possible.20

At English common law, two powers of cy pres existed.21 First, a chancellor of the court could exercise the judicial power of cy pres. The chancellor examined the intent of the original property in the trust, and then

16 See, e.g., Jois, supra note 7, at 259-60.
17 Reddish, supra note 2, at 625.
18 HESS & BOGERT, supra note 9, § 431.
20 Id. § 67 cmt. a.
21 EDITH L. FISCH, THE CY PRES DOCTRINE IN THE UNITED STATES § 1.00 (1950).
attempted to direct the funds to the next best use that most closely resembled the original intent. Second, the king, acting as parens patriae, exercised the prerogative power of cy pres. Under this power, the king had broad discretion to direct the funds to a purpose that was loosely connected to the original testator’s intent. Eventually, the chancellor became the king’s proxy for this type of distribution. This was a major development because it gave the judiciary the ability to exercise discretion as broad as the king’s in directing the funds.

Most courts in the United States were originally hostile to the idea of cy pres in trust law and rejected both the judicial and prerogative forms of cy pres in several notable court decisions. This hostility stemmed from the fear of giving too much power to the judiciary over such decisions, specifically the view that a chancellor would be able to use the cy pres doctrine to further his social or religious views at the expense of the testator’s original intent. Furthermore, many judges associated the doctrine with a monarchical government where the king could direct the funds to virtually any use he saw fit. However, the doctrine has been accepted by most states over time, at least in the judicial form, with later decisions and legislation reversing the previous repudiations of the doctrine. Today, forty-six states and the District of Columbia have codified judicial cy pres for use in trust law.

Although each state enacted different statutes, most states generally set forth three requirements before cy pres can be utilized: (1) the testator must have a charitable intent in setting up the trust, (2) the gift must establish a valid charitable trust, and (3) the intended purpose of the gift must be impossible or impracticable to complete. The first element, charitable intent, requires judicial discretion in determining the intent of the testator. However, this is subject to two restrictions: (1) if the gift is not charitable in nature, the doctrine of cy pres cannot be invoked, and (2) the cy pres doctrine is not applicable to private trusts in trust law. This second restriction means that if the gift was intended to go to a private party, but it became impossible or impracticable to fulfill the request (e.g., the recipient passed

---

22 Id.
23 Id. § 2.03, at 56-57.
24 Id.
25 Id.
26 HESS & BOGERT, supra note 9, § 433.
27 Id.
28 Id.
29 Id.; Reddish, supra note 2, at 627.
30 Reddish, supra note 2, at 625 (see infra note 59 for a list of state statutes).
31 Id.; see, e.g., UNIFORM TRUST CODE § 413 (2005); VA. CODE ANN. § 55-544.13 (West 2009). Many states have adopted the U.T.C. provisions which set out similar requirements.
32 Reddish, supra note 2, at 625.
33 RESTATEMENT (THIRD) OF TRUSTS § 67 cmt. a (2003).
away), then the gift could not be redirected to a charitable use. Several states, such as Pennsylvania and Connecticut, have done away with the charitable intent requirement based on its subjective nature.

### B. Introduction of Charitable Cy Pres into Class Actions

After the amendment of Rule 23 of the Federal Rules of Civil Procedure in 1966, the role of class actions in the legal system greatly expanded. One key revision was that in non-mandatory class actions, absent class members were automatically included in the class unless they affirmatively opted out of the action. This adjustment intensified the problem of leftover funds following a class-wide settlement or a class-wide award. In cases where a class-wide award is made or a class-wide settlement fund is created, individual class members must be compensated out of the established damage fund. One court noted that often “the destiny of the disgorgement and penalties seems to have been an afterthought to the settlement.” Often, if some class members do not come forward to claim their awards or the process of searching for class members is too economically burdensome, funds that class members are technically entitled to will remain in the damage fund. The sum remaining in these residual funds can be substantial. In fact, it is often millions of dollars. For example, in *West Virginia v. Pfizer*, a $32 million fund remained undistributed from a $100 million settlement. The question then becomes to whom the money should be distributed.

---

34 See id. ("If at the time of the trust’s creation its intended purpose is of no value to the community, or is otherwise not charitable by its nature, the trust is not enforceable as a charitable trust.").
35 Reddish, supra note 2, at 629; see, e.g., 20 P.A.CONS. STAT.ANN. § 7740.3 (West 2006) (see 2011 electronic update, “Modifies the doctrine of cy pres by presuming that the settlor had a general charitable intent when a particular charitable purpose becomes impossible or impracticable to achieve. Traditional doctrine did not supply that presumption, leaving it to the courts to determine whether the settlor had a general charitable intent.”).
36 Reddish, supra note 2, at 630.
38 Reddish, supra note 2, at 630; see also In re Folding Carton Antitrust Litig., 557 F. Supp. 1091, 1104 (N.D. Ill. 1983), aff’d 744 F.2d 1252 (7th Cir. 1984).
39 Reddish, supra note 2, at 631.
41 Id.; see also Forde, supra note 2, at 19.
42 Jois, supra note 7, at 266.
43 See, e.g., id. (citing New Civil Litigation and Dispute Resolution Program Granted $ 2.9 Million, VANDERBILT NEWS SERVICE, Oct. 31, 2005).
Generally, the origins of cy pres in the class action context are attributed largely to a student comment published in 1972. Prior to the use of charitable cy pres, the residual funds often reverted back to the defendant or escheat to the state—commonly known as a form of fluid recovery. The use of cy pres stems from the court’s broad discretionary powers in “shaping equitable decrees.” The 1972 comment argued that leftover funds in the class action process could be directed to the “next best” use by the court, using a new version of the cy pres doctrine. The comment noted that funds could be distributed to the remaining class members who originally came forward with claims, escheat to the state, or the money could be distributed through the market. It also noted that in order to best analogize the cy pres doctrine in the trust law context, the funds should go to the “nearest possible” or “next best” use which would benefit the class members. The comment proposed a form of cy pres in the class action context that would be most similar to the one used in trust law. Over a decade after the comment was published, additional scholarship argued that residual funds in class actions should be donated to charity or nonprofit organizations, even if the organization’s purpose was only remotely related to the class member’s injury.

When the doctrine was initially introduced into the class action process, it was generally used under two conditions. First, the funds had to be impossible or impracticable to distribute. This problem can arise after the initial distribution has been made but some class members do not come forward to claim their share or cannot be located by the court.

---

46 Reddish, supra note 2, at 631 (citing Stewart R. Shepherd, Comment, Damage Distribution in Class Actions: The Cy Pres Remedy, 39 U. Chi. L. Rev. 448, 448 (1972)).
47 Many state statutes authorize leftover funds to escheat to the state after going unclaimed for a number of years. Similarly, there is a federal statute that applies to class actions in federal court. See, e.g., 28 U.S.C.A. § 2041 (West 2006).
48 Van Gemert v. Boeing Co., 739 F.2d 730, 737 (2d Cir. 1984) (“The critical determining factor ... is that trial courts are given broad discretionary powers in shaping equitable decrees. Equitable remedies are a special blend of what is necessary, what is fair, and what is workable.”).
50 Id.
51 Id.
52 Reddish, supra note 2, at 633.
53 Id. at 633-34 (noting that two more student comments were published in 1987 with this argument); see also Kerry Barnett, Note: Equitable Trusts: An Effective Remedy in Consumer Class Actions, 96 Yale L.J. 1591, 1595 (1987).
54 Reddish, supra note 2, at 633.
55 Id.
of the class members. Second, when residual funds remained, the court could invoke the doctrine by assigning the funds to the “next best” use to indirectly benefit the class members. Used in this context, it was most analogous to the use of the doctrine in charitable trust law. The rationale behind the use of *cy pres* in class actions is that it prevents the defendant from walking away from the litigation without paying the full cost of damages because of difficulty in distributing the funds to each class member individually.

The first case to use a form of *cy pres* in an adversarial judicial proceeding was *Miller v. Steinbach* in 1974. There, the court approved a settlement agreement in a stockholders’ derivative suit where the size of the fund and the vast number of plaintiffs made it impracticable to distribute the funds. Instead, according to the court, the parties agreed to apply “a variant of the *cy pres* doctrine at common law.” The court noted that while there was no precedent for using the *cy pres* doctrine in this context, there was also no legal prohibition against it. Interestingly enough, the court acknowledged that approving the settlement would only benefit the plaintiffs’ counsel and “perhaps several [of the companies] employees” but would “certainly not benefit those on whose behalf the action was brought.” However, the court also reasoned that no alternative was realistically possible at that point.

Although some courts have stated the use of *cy pres* in class actions was intended to reflect the doctrine in trust law, the “as near as possible”

---

57 *In re Pharm. Indus. Average Wholesale Price Litig.*, 588 F.3d 24, 34 (1st Cir. 2009) (citing Molski v. Gleich, 318 F.3d 937, 954-55 (9th Cir. 2009) (rejecting a settlement because it was feasible to compensate class members individually)).

58 *See Six Mexican Workers*, 904 F.2d at 1307.

59 *See generally* Shepherd, *supra* note 49, at 448.

60 *See* Mirfasihi v. Fleet Mortg. Corp., 356 F.3d 781, 784 (7th Cir. 2004) (“In the class action context the reason for appealing to *cy pres* is to prevent the defendant from walking away from the litigation scot-free because of the infeasibility of distributing the proceeds of the settlement (or the judgment, in the rare case in which a class action goes to trial) to the class members.”).


62 The court noted that if the funds were distributed to the claiming parties it would only be around $0.12 per share. Miller v. Steinbach, No. 66 Civ. 356, 1974 WL 350, *1* (S.D.N.Y. 1974).

63 Martin H. Reddish, *Cy Pres Relief and the Pathologies of the Modern Class Action: A Normative and Empirical Analysis*, 62 Fla. L. Rev. 617, 625 (2010) (citing Miller v. Steinbach, No. 66 Civ. 356, 1974 WL 350, at *2* (S.D.N.Y. Jan. 3, 1974) (noting that while there was no precedent for such an agreement, there was also no precedent that would prohibit it)).

64 Miller, 1974 WL at *2.

65 *Id.*

66 *Id.*

67 *See, e.g.*, Six Mexican Workers v. Ariz. Citrus Growers, 904 F.2d 1301, 1307 (9th Cir. 1990).
approach to indirectly compensating the victims is rarely used.\(^{68}\) This is evident from the Miller case.\(^{69}\) In addition, some courts have equated the use of residual funds for the general welfare instead of the “next best” use.\(^{70}\) Currently, the use of cy pres in class actions is far from a neutral method in which to distribute unclaimed property or redirect the funds to the “next best” use. While it troubled the court in Miller to approve a cy pres distribution,\(^{71}\) many courts readily approve such distributions today without any mention of the potential consequences or inequities to absent class members.\(^{72}\)

A fairly recent example of a court approving a cy pres distribution to an organization completely unrelated to the injury the plaintiffs suffered is In re Compact Disc Advertised Price Antitrust Litigation.\(^{73}\) The case involved an antitrust action regarding the prices of compact discs.\(^{74}\) The cy pres award was given to the National Guild of the Community School of Arts.\(^{75}\) Although it can be argued that the School of Arts was in some way connected to absent class members since the litigation involved music, it was not related to the class members’ injury: overpaying for a compact disc.\(^{76}\)

In addition to directing money to unrelated organizations, use of the doctrine in class actions has other controversial aspects. In its modern form, the doctrine permits the distribution of funds to uninterested parties before there are even any residual funds left over.\(^{77}\) Cy pres awards are now determined ex ante in about 25 percent of class actions that involve such distributions.\(^{78}\) Cy pres is also sometimes used as a mechanism by the parties, with the approval of the court, as a way of overcoming class man-

\(^{68}\) See Reddish, supra note 2, at 634 (noting that the current form of cy pres in class actions involves the donation of a portion of the settlement or award fund to charitable uses which are loosely connected to the substance of the case).

\(^{69}\) Miller, 1974 WL at *2.


\(^{71}\) See Miller, 1974 WL 350, at *2 (discussing the problems associated with distributing the funds in a way that would not benefit the class members).

\(^{72}\) See, e.g., In re San Juan Dupont Plaza Hotel Fire Litig., 687 F. Supp. 2d 1 (D. P.R. 2010). In this mass-tort litigation case, over $100,000 of remaining funds were distributed to the Animal Legal Defense Fund based on a letter submitted by the organization. The court did not address whether the distribution to the organization benefitted, or was in any way related to the injuries of, the absent class members.


\(^{74}\) Id.

\(^{75}\) Id.

\(^{76}\) Reddish, supra note 2, at 634 (citing In re Compact Disc Minimum Advertised Price Antitrust Litig., No. MDL 1361, 2005 WL 1923446 (D.Me. Aug. 9, 2005)).

\(^{77}\) Id. at 657.

\(^{78}\) Id.
The cy pres award thus becomes an essential part of some class actions by assuring the court that the distribution of a class settlement or award will be sufficiently large to make the entire class proceeding worthwhile and manageable.\textsuperscript{80} Without the use of cy pres in certain class actions, the payout to the class members would be too minimal to certify the class.\textsuperscript{81}

II. CY PRES AND CHANGING INCENTIVE STRUCTURES

Charitable cy pres distributions effectively add third parties to adversarial proceedings, in the form of charities and nonprofit organizations. Compared to the traditional incentives in the adjudicatory process, introducing another party into a traditionally bilateral proceeding generates significant changes in incentives structures.\textsuperscript{82} Judges are often given great discretion in approving a settlement.\textsuperscript{83} Typically, the judge is also given wide latitude to decide where to direct the cy pres award, thus giving the judge incentives to consider his own interests and those of a third party organization he views as worthy to receive the funds.\textsuperscript{84} Incentives that stem from the judge’s discretion can create conflicts of interest, which in turn can create an appearance of impropriety on the part of the judge.\textsuperscript{85}

Other times, the plaintiffs’ attorney or the defendant is left to decide where to direct the funds, pending approval from the opposing side and the judge.\textsuperscript{86} Since the plaintiffs’ attorney’s fee is often based on a percentage of the entire award, including the cy pres award, counsel for the class has a financial incentive to seek such an award.\textsuperscript{87} Cy pres has also created a “cy pres industry” where charities, nonprofits, and even law schools lobby the judiciary to direct funds to their organizations.\textsuperscript{88}

In evaluating how cy pres has changed the incentives of parties involved, it is necessary to look at

\footnotesize
\begin{enumerate}
\item See, e.g., In re Hotel Tel. Charges, 500 F.2d 86, 89-90 (9th Cir. 1984); see also Windham v. Am. Brands, 565 F.2d 59, 72 (4th Cir. 1977).
\item Reddish, supra note 2, at 621.
\item Id.; see also Miller v. Steinback, No. 66 Civ. 356, 1974 WL 350, at *2 (S.D.N.Y. 1974) (recognizing that the class may not have been manageable).
\item Reddish, supra note 2, at 641.
\item Besiner et al., supra note 8, at 1.
\item Id.
\item Id. at 13. See infra pp. 283-84 for an example of judicial impropriety.
\item In rare cases, a fund administrator may be appointed to direct the funds. See Reddish, supra note 2, at 641.
\item WILLIAM B. RUBENSTEIN, ALBA CONTE & HERBERT B. NEWBERG, NEWBERG ON CLASS ACTIONS § 14.5 (4th ed. 2011).
\item S.E.C. v. Bear Stearns, 626 F. Supp. 2d 402, 409 (S.D.N.Y. 2009) (noting that representatives from organizations appeared at hearings and requested that a portion of remaining funds be set aside for their organization).
\end{enumerate}
models of incentive structures for each party in a traditional adjudicatory class action proceeding and how these parties should ideally behave.

A. Judges

Judicial decision making has been the object of a vast body of social science and legal literature.89 In one model of judicial decision making, the elements influencing decisions include the judge’s own ideology, preferences, or values.90 Other scholars argue that judges will behave in an altruistic fashion.91 Judge Richard Posner offers a general structure for conceptualizing judicial decision making that takes into account multiple theories and a mix of factors.92 Judge Posner contends that the motivations constructing a “judicial utility function” include income, reputation, prestige, and popularity.93 Although the model does not include a judge’s desire to maximize or promote the public interest as part of the “ordinary judge’s” utility function, Judge Posner also posits that public interest considerations undoubtedly affect judicial preferences.94 Federal judges generally have life tenure and will not be removed unless there is an outright ethical violation.95 Their monetary incentives, or “carrots and sticks,” are notably lacking.96 As their source of monetary income is fairly stable, other motivations weigh more heavily on their utility function.

Although Judge Posner’s analysis applies to appellate judges, the analysis is usefully applied to any federal or state judges since, as stated above, they are generally insulated from significant economic incentives.97 He notes that some judges, concerned primarily with policy:

[S]tart by making the legislative judgment, . . . what rule or standard or principle enunciated in their judicial opinion—would have the best consequences. Only then do they consider

90 Id. at 1534.
93 Richard A. Posner, What Do Judges and Justices Maximize? (The Same Thing Everybody Else Does), SUP. CT. ECON. REV., 1993, at 15. The model for this utility function is U = U (tj, tl, I, R, O) where tj is the number of hours per day that the judge devotes to judging, tl is the time he devotes to leisure, I is pecuniary income, R is reputation, and O represents other sources of utility such as popularity, prestige, and avoiding reversal. Id. at 31.
94 Id. at 14.
95 Id.
96 Stout, supra note 91, at 1606.
97 Posner, supra note 93, at 1.
whether that outcome is blocked by the orthodox materials of legal decision-making, or more precisely, whether the benefits of that outcome are offset by the costs that it would impose in impairing legalist values... 98

Analyzing judicial decision making under Judge Posner’s model provides insight into judicial behavior that may change when cy pres is brought into the decision of whether to approve a settlement. The broad discretion judges are given in approving cy pres awards will likely result in changed incentives. One court stated that district courts generally “enjoy considerable range in approving or disapproving a class settlement, given the generality of the standard and the need to balance benefits and costs.” 99 If the judge is given discretion to direct the distribution to whatever charity she wishes, this may change her income function. If the judge awards the distribution to her favorite charity or organization, this likely increases her utility similar to an increase in income. Discretion over where to direct the money is thus an additional monetary incentive, or “carrot,” that may push the judge to approve a settlement with a cy pres award.

Alternatively, in some cases the parties decide ex ante where to distribute the funds, thus keeping the final decision from the judge. However, the presiding judge still has ultimate authority to approve the cy pres award, which may provide incentives similar to those where she has discretion over where to direct the money. If she approves the settlement with the cy pres award, she may be praised as the “benevolent judge,” which could very likely increase her prestige and popularity with both plaintiffs’ attorneys and outside organizations. 100 Many scholars believe judges want to be popular with attorneys. 101 In fact, in Judge Posner’s model, being praised for benevolence positively impacts a judge’s prestige and popularity functions. 102

There are several ways the use of cy pres in class action settlements can place judges in ethically compromising situations. 103 First, as noted above, the judge may have discretion over where to direct the cy pres distributions. 104 Since an impartial or unbiased judge should never award a cy

---

98 Knight, supra note 89, at 1541 (quoting RICHARD A. POSNER, HOW JUDGES THINK 13, 84 (2008)).
100 See Jim Mustian & Chuck Williams, Judge Doug Pullen’s ‘Gifts’: Records Reveal Judge Directed Millions to Mercer and Morehouse, Gained Recognition, LEDGER-ENQUIRER (Aug. 21, 2011), http://www.ledger-enquirer.com/2011/08/21/1701279/pullens-gifts-records-reveal-judge.html (noting that a judge in Georgia was praised for directing various cy pres awards to certain organizations).
101 Mustian & Williams, supra note 100; Posner, supra note 93, at 15.
102 Posner, supra note 93, at 15.
103 Beisner et al., supra note 8.
pres distribution or approve a settlement with a distribution based on his own preferences for a charity or organization, approval of an award can easily appear improper in certain situations. One federal judge noted that cy pres distributions create an “appearance of impropriety” if the money goes to a judge’s favorite charity.

Awards directed by a small Georgia circuit court present a prime example of the ethical dilemmas that can arise. One Chattahoochee Circuit judge awarded over $33.8 million to charities, nonprofits, and universities in the last several years, all though cy pres. He is now being investigated by the State’s Judicial Qualifications Commission for possibly benefitting from directing the awards to certain organizations. For instance, multiple awards were directed towards Mercer School of Law, where the judge attended law school and taught part-time.

Other troubling situations involve settlements that include cy pres awards that benefit either the defendant or the plaintiffs’ attorneys, as opposed to the actual plaintiffs. Further, approval of a cy pres award to a charity or organization that is not “worthy” is also questionable. The Seventh Circuit, in rejecting the use of cy pres to set up a foundation in an antitrust class action that would be used to conduct research for antitrust issues, stated that the establishment of the proposed foundation would be “carrying the coals to Newcastle,” or absolutely pointless. The court noted that approving a settlement where the majority of the money would go to setting up a foundation to research a topic that has already been extensively researched by the legal community would be an abuse of discretion.

Introducing cy pres into the adjudicatory process transforms supposedly impartial decision makers into grant supervisors. This raises the question of whether the court should have the authority to decide where the money goes at all. Taking this authority out of the hands of the judges

---

105 See Beisner et al., supra note 8, at 13-14 (noting that allowing judges to choose how to spend other people’s money is not a true judicial function and can lead to abuses).
107 Mustian & Williams, supra note 100.
108 Id.
109 Id.
110 Id. at 1254.
113 Id. at 1254.
114 Id. at 1255.
116 See id.
would immediately extinguish any such concerns and appearances of impropriety.

B. **Plaintiffs’ Attorneys**

Agency theory can be useful for describing the lawyer’s role as an agent of the client.\(^{117}\) The agency relationship exists when the principal engages the agent to “perform some service on their behalf which involves delegating some decision making authority to the agent.”\(^{118}\) In such situations, the interests of the agent may diverge from those of the principal, leading to agency costs.\(^{119}\) Traditional agency theorists offer two ways of reducing such costs: monitoring by the principal and bonding by the agent.\(^{120}\) A third avenue for reducing agency costs, particularly in the attorney–client relationship, is aligning the incentives of the agent (lawyer) more closely with the principal (client).\(^{121}\) Although there is a regulatory scheme in place in the judicial system to combat such problems in the general area of class actions,\(^{122}\) such a system may not be useful for preventing additional problems that arise when cy pres is utilized.

The traditional role of the attorney is that of an independent professional advocating on behalf of her client, thus acting as an agent of the client and subject to the client’s control in important matters.\(^{123}\) However, class action attorneys do not fall into this traditional role, further complicating the traditional principal–agent relationship.\(^{124}\) Instead, they function as “entrepreneurs who bear a substantial amount of the litigation risk and exercise nearly plenary control over important decisions in the lawsuit.”\(^{125}\) This leads to the possibility of the entrepreneurial attorney serving her own interests and not those of her client.\(^{126}\) The attorneys are only subject to


\(^{119}\) Id.

\(^{120}\) Id. at 13 (citing Michael C. Jensen and William H. Meckling, *Theory of the Firm: Managerial Behavior, Agency Costs and Ownership Structure*, 3 J. FIN. ECON. 305, 308 (1976)).

\(^{121}\) Id.

\(^{122}\) Such safeguards include the use of representative plaintiffs and features to weed out bad representative class members. Attorneys are subject to legal ethics that purport to constrain their behavior.

\(^{123}\) Id. at 3.

\(^{124}\) Id.

\(^{125}\) Id.

\(^{126}\) Id.
constraints imposed on them by ethical codes, judicial oversight, and their “own sense of ethics and fiduciary responsibility.”

Plaintiffs’ attorneys in class actions are generally not monitored with a watchful eye by their clients, who are often scattered across a state or even the entire country. This renders monitoring—one of the typical solutions to agency costs—virtually useless in the class action context. Although the interests of the class attorney may not always entirely coincide with the interests of the class members, adding cy pres into the mix exacerbates this problem, since attorneys generally base their fees on the entire settlement or damage award, including the cy pres amount. If the attorney is concerned primarily with her own interests, cy pres may be an attractive option to increase her fees at the expense of the absent class members. While in theory the class representatives should be monitoring the attorney, even if this were always possible, the attorney might then only look out for the interests of the “monitoring” clients.

Plaintiffs’ attorneys’ fees are calculated either as a percentage of the award or by the lodestar method. The lodestar method calculates attorneys’ fees by the amount of hours worked and how much effort the attorney put into the case. Whether the fees are calculated by percentage or lodestar, on average they amount to about one-third of the award or settlement amount. When calculating the fee based on percentage, the cy pres fund is almost always included. Attorneys’ fees will be tied directly—percentage based—or indirectly—lodestar—to the size of the class-wide award, including any cy pres distribution. Thus, the class attorney’s financial interest will be isolated from her efforts to compensate individual class members. This allows the attorney to ignore her responsibility to the class members, without sacrificing her fees. The focus becomes maximizing the total award, rather than the amount that goes directly to the class.
members. Not only is such behavior unethical, it could also constitute a violation of the class members’ due process rights.137

A recent example of how attorneys’ fees can be tied to the cy pres award is found in a class action against Google.138 The parties agreed to a settlement that the district court subsequently approved.139 There, Google agreed to establish an $8.5 million common fund that included class administrator fees and expenses, class representative payments, attorneys’ fees, and a cy pres award.140 However, the settlement agreement also specified that the class counsel would seek up to 30 percent of the Common Fund, which included the cy pres distribution.141

The use of coupon settlements, another type of class action settlement, created analogous problems in the form of high attorneys’ fees with little payout to the class members. Prior to the Class Action Fairness Act (CAFA), coupon settlements were a major problem because plaintiffs would receive almost no benefit from such a settlement.142 A settlement in a Delaware state court case illustrates this problem.143 There, a technology device manufacturer that produced a defective product agreed to a settlement that included the class members receiving coupons between $5 and $40 dollars on any future purchase of Iomega products.144 The terms of the settlement also required Iomega to make a $1 million contribution of its products to schools.145 The payout for the plaintiff’s attorneys was $4.7 million.146 The impropriety of this payout seems obvious. The class members of such settlements receive minimal—if any—benefit, and if they want to recover any value from the litigation, they are forced to deal with the defendant who wronged them.147

137 For a more in depth discussion of possible due process violations, see generally Reddish, supra note 2, at 650.
139 Id. at *2.
140 Id. at *5.
141 Id. at *8.
147 See Susan B. Farmer, More Lessons from the Laboratories: Cy Pres Distributions in Parens Patriae Antitrust Actions Brought by State Attorneys General, 68 FORDHAM L. REV. 361, 394 (1999) (noting that this option is subject to criticism because class members must continue to buy from the defendant to recover their refund and an unintended effect of this is to give the antitrust violator an overall advantage in the marketplace because the artificially low prices increase its sales).
CAFA attempted to alleviate the coupon settlement problem in federal courts by requiring attorneys’ fees in such settlement proceedings to be tied only to the actual value of the redeemed coupons. CAFA does not require the same type of scrutiny in cy pres settlements. This allows trial lawyers to base their fees on the entire settlement, including the cy pres fund. While CAFA does restrict attorneys’ fees when remaining coupons are donated to a charitable organization or government, there is no mention of what should happen if actual funds and not coupons are donated to charity.

Since the implementation of CAFA, which placed stricter restrictions on various aspects of coupon settlements, many attorneys have shifted away from coupons and are pushing more readily for cy pres, in part because they will get larger fees. This has turned cy pres into the new coupon settlement and may benefit class members even less than pre-CAFA coupon settlements since many class members are not receiving any benefit.

Abuses by plaintiffs’ attorneys in class actions can occur if the class action device is used improperly to increase litigation and settlement bargaining power for individual gain, with disregard for the claims of absent class members. In addition, although cy pres was originally used in trust law to further the testator’s intent—finding the next best use for the money that would satisfy his or her intent—the use of cy pres today in class actions often fulfills the plaintiffs’ attorneys’ intent by directing funds to the attorneys’ favored charities or by providing a basis for higher fee awards.

One example of furthering the plaintiff attorney’s intent and interests can be found in the case of Diamond Chemical v. Akzo Nobel Chemicals. In this price-fixing case, the judge approved a $5.2 million settlement award to George Washington University Law School, the leading attorney’s
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150 Frank, supra note 130.

151 S. REP. NO. 109-14, at 36 (2005) (noting attorneys’ fees could not be based off remaining unclaimed coupons that are donated to charity or a government entity).

152 Frank, supra note 130 (“CAFA does not provide the same scrutiny to cy pres settlements [as it does to coupon settlements] and trial lawyers are shifting to that mechanism to accomplish the same task of maximizing return.”).

153 See Reddish, supra note 2, at 626 (noting the number of cy pres awards in class action settlements sharply increased after 2001).


156 See, e.g., In re Google Buzz User Privacy Litig., 2010 WL 6336647 (N.D. Cal) (Verdict, Agreement and Settlement) (2010).

The attorney was praised for his efforts and also added to the “L’Enfant Society” which is “the most prestigious of GW’s gift societies” and membership in which is extended to individuals donating over $5 million. This shows that prestige for the attorneys is an added incentive of securing a *cy pres* settlement to the charity or organization they prefer. Although in *Diamond Chemical* the attorneys’ fees were only based on a percentage of the portion of the settlement that excluded the *cy pres* distribution, in many cases attorneys’ fees will be based on such a disbursement.

The American Law Institute’s guidelines for aggregate litigation state, “A lawyer should advance the objectives of claimants or respondents. . . . [The] general duty on the part of lawyers [is] to pursue their interests when representing them.” When plaintiffs’ attorneys agree to a *cy pres* award, they are agreeing to something that will not benefit the people they are supposed to represent. The doctrine should only be utilized if class members cannot be found or it is economically infeasible to send each class member their portion of the settlement, but its availability disincentivizes attorneys to try to find class members. In addition, if attorneys agree to a *cy pres* award ex ante, too quickly, or at all, they are doing a major disservice to the absent class members and are not representing plaintiffs’ interests properly. While these actions may still serve deterrence goals, they do not directly benefit the class members, which should be a primary goal of litigation.

Although not a class action, an analogous scenario in *S.E.C. v. Bear Stearns* illustrates what can happen when the court looks out for class members’ interests. In this antitrust case brought by the Securities and Exchange Commission, which subsequently settled, a fund administrator was appointed to give out the awards to investors who were harmed. After the initial disbursements of the settlement funds, only 66 percent of the funds had been paid to the claiming investors. At this point, some
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161 AM. LAW INST., PRINCIPLES OF LAW FOR AGGREGATE LITIGATION § 3.07 (2009).
162 See Beisner et al., supra note 8, at 13 (“The bedrock of our system of civil justice is that a plaintiff who is injured can seek compensation for his or her injuries; using civil litigation to redistribute wealth to charities turns that fundamental goal on its head.”).
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164 See Barnett, supra note 53, at 1595 (noting that the goals for small claim consumer class actions are direct compensation, disgorgement, and deterrence and equity for absentee class members).
166 Id.
167 Id. at 408.
parties requested that the remaining funds go to charity. Generally, in the analogous class action scenario, many courts would have approved such a request after the disbursement to class members, usually at the behest of the plaintiffs’ attorney.

Instead, the court in Bear Stearns directed the fund administrator to attempt to find the absent investors with an outreach program. There was a 47 percent response rate and the majority of the claims were valid. An additional 21 percent of the original disbursement funds was given out to the investors who made valid claims. The court stated this was remarkable and underscored the importance of making more than one effort to solicit unresponsive claimants in any class action litigation. In an analogous class action situation, where the plaintiffs’ attorneys had advocated for directing the residual funds to charities instead of sending out the second notice, many absent class members who had valid claims would lose out on receiving their money.

C. Charity/Not-for-Profit Organizations

When a defendant’s money is directed to a charity under cy pres, it introduces an artificially interested third party who was not harmed in any way by the defendant. This turns a traditional bilateral adversary proceeding into something very different and rarely seen in any other judicial setting. Nonprofits and charities have incentives to promote cy pres settlements and try to direct any residual funds to their organizations. This has created a lobbying industry in which charities lobby the courts, rather than the legislature, which appears improper since a judge should be the impartial decision maker.

168 Id. at 409.
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171 Bear Stearns, 626 F. Supp. 2d at 409 (additional distributions from Phase II totaled $92,956,548).
172 Id.
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174 See Reddish, supra note 2, at 622-623.
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176 Charities such as Texas Access to Justice Foundation encourage individuals and attorneys to advocate for their cause to encourage courts to make cy pres awards to them. See Cy Pres: Impact on Justice, TEXAS ACCESS TO JUSTICE FOUND., http://www.teajf.org/donate/cy_pres.aspx (last visited Aug. 26, 2011).
177 This impropriety stems from the fact that the judiciary should be an impartial decision maker. The point of lobbying is to influence people’s decisions; thus, lobbyists should not turn to judges, but to the legislature to advance their goals. See Frank, supra note 130.
In addition, in cases where the judge approves a settlement with a cy pres award that is then appealed, the charity on the receiving end of the award has an incentive to defend the award and submit amicus briefs to the higher court. In a sense, the use of cy pres and the lobbying that goes with it transforms the judge into a “grant administrator.” The judiciary is ill-equipped to handle such a complication of the role of the judge in the proceeding.

For instance, in one case the court granted remaining funds to several charitable organizations. The judge required annual reports to monitor the charities’ handling of the money and established processes for continued funding. This role as a grant administrator raises problems analogous to regulatory capture. Scholars have argued that there are incentives to capture public institutions; thus, mixing cy pres into the judicial process brings with it the possibility of capture of the courts. Ted Frank, a tort reform advocate, comments on this problem and states that one solution may be found in some states’ existing law. For instance, Illinois passed legislation requiring at least half of any cy pres award to go to a qualifying nonprofit charitable organization that has a principle purpose of providing access to justice for low-income residents. He argues that it is much better that the legislative branch is lobbied over these issues than the judicial branch. While this approach may solve the problem of lobbying the judiciary, it does not remedy situations where the award goes to a charity or organization that in no way benefits the absent class members.

In S.E.C. v. Bear Stearns, the judge stated that the court received regular mailings from various organizations soliciting donations of money from the residual funds that were not distributed. He also noted that the $79 million in original residual funds “stimulated a cy pres feeding-frenzy.”

179 Jois, supra note 7, at 265.
181 Jois, supra note 7, at 265; see also Fears, 2005 U.S. Dist. LEXIS 7961, at 32.
182 Regulatory capture is the theory that regulatory agencies will be “captured” by certain entities they are appointed to monitor so the regulation favors those groups, not the public. See Jois, supra note 7, at 265 (citing George Stigler, The Theory of Economic Regulation, 2 BELL J. ECON. & MGMT. SCI. 3 (1971)).
184 Frank, supra note 130.
185 Id.
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While the court in *Bear Stearns* directed the fund administrator to find absent investors, the court in *Superior Beverage v. Owens* used a different tactic to decide where to direct the funds in that class action. The parties settled with a *cy pres* fund that would be determined at some point after the settlement was arranged. The court in the case advertised for suggestions from the public and awarded the funds to the “winning” projects after holding a hearing where representatives could advocate for their organizations’ worthiness of receiving the funds. Organizations were eager to lobby for their causes. While the concept here may have been preferable to the judge or parties arbitrarily directing the funds, organizations still lobbied the court for an award, and ultimately the decision was left up to the judge.

Perhaps there are fewer ethical implications on the part of the charities and organizations since many are worthy causes that deserve money. However, one problem arises when the money goes to an organization that initiates new litigation. In this respect, *cy pres* helps to promote the industry of non-economic litigation. In many instances, *cy pres* distributions go to consumer-interest, litigation-related charities that may then use the distribution to finance new litigation of the same type. An example of this is in *In re Wells Fargo Securities Litigation*, where the court approved distributing funds to a clearinghouse run by a law school for publicizing securities litigation.

The “*cy pres* feeding frenzy” that results from using the doctrine in class actions creates ethical implications. Charities should not be blamed for attempting to have money directed toward their worthy causes. However, the decisions must be taken out of the hands of judges and attorneys to counteract the increased use of lobbying.

### III. Solutions to the Cy Pres Dilemma

If charitable *cy pres* is not used in the class action process to distribute unclaimed funds, courts have several other options. First, the money could
escheat to the state or the treasury of the United States.196 Second, the funds could go to the claiming plaintiffs, on a pro rata basis.197 Third, the funds could revert back to the defendant.198 Typically, prior to the use of cy pres, the courts used this third option.199

These other options are not necessarily less controversial.200 Reversion of the funds back to the defendant certainly should not be used in litigated cases where a damage award—determined by a judge or jury—is left unclaimed. While reversion to the defendant may be a viable option in a mutually agreeable settlement setting, on its face it does not benefit absent class members. In addition, reversion to the defendant, even in the settlement context, will defeat the purposes of statutory deterrence goals, if the statute has such goals.201 The two redeeming qualities of reversion to the defendant are that (1) it would likely eliminate class counsel’s improper incentives because their fees would not be based on funds reverting to the defendant, and (2) it would take the decision of where to distribute the money out of the hands of the judge.

Once again, distributing the remaining funds on a pro rata basis to the claiming plaintiffs does not benefit absent class members, outside of the deterrence aspect of not allowing the funds to revert to the defendant. Some scholars and courts have argued against this approach, noting the claiming plaintiffs who receive the money on a pro rata basis will receive more than their properly apportioned amount.202 Although this argument might not be as strong in the settlement context since the settlement award is not assessing actual damages, it still may result in a windfall to the claiming plaintiffs at the expense of the absent class members, thus improperly incentivizing plaintiffs to bring class actions.203

The best solution to the cy pres problem is one that restores the incentives of judges and plaintiffs’ attorneys to those that arise in the traditional adversarial proceeding. The solution should maximize the absent class

196 Reddish, supra note 2, at 619; see also In re Folding Carton Antitrust Litig., 744 F.2d 1252, 1258 (7th Cir. 1984) (holding that instead of invoking the cy pres doctrine, the money should escheat to the United States).

197 See, e.g., In re Janney Montgomery Scott LLC Fin. Consultant Litig., No. 06-3202, 2009 WL 2137224 (E.D. Pa., July 16, 2009) (if unclaimed funds exceeded $50,000 the class members who filed valid claims would receive an additional pro rata distribution); see also Reddish, supra note 2, at 619.

198 Reddish, supra note 2, at 619; see also Jois, supra note 7, at 271 (citing telephone interview by Rachel Furman with Victoria Waciura, Vice President Bus. Dev., A.B. Data (Feb. 13, 2008)).

199 Beisner et al., supra note 8, at 13 (citing Kerry Barnett, Note: Equitable Trusts: An Effective Remedy in Consumer Class Actions, 96 YALE L.J. 1591, 1594 (1972)); see also Van Gemert v. Boeing Co., 739 F.2d 730 (2d Cir. 1984) (upholding reversion of unclaimed funds to the defendant).
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members’ interests while minimizing the improper incentives of judges, plaintiffs’ attorneys, and charities.

A. Class Actions in State Court

Several states have implemented statutes that pre-determine what percentage of residual funds should go to a charity through cy pres.204 The Washington state legislature enacted a statute requiring at least 25 percent of residual funds to be distributed to the Legal Foundation of Washington, which supports access to legal services for low-income individuals.205 An Illinois statute states that a judge must distribute residual funds from a final judgment award to nonprofit organizations that meet certain criteria.206 In the settlement context, the judge is allowed more discretion, and up to 50 percent of the residual funds can be distributed to nonprofits “that serve the public good.”207 Finally, a North Carolina statute requires that the distribution of any residual funds from a class action settlement be directed to a fund to subsidize legal services for the indigent population of the state.208 The North Carolina statute is a step in the right direction, as it requires the entirety of the remaining fund to be distributed to a single organization and therefore takes the guesswork out of determining where the funds will go.209 On the contrary, the Washington and Illinois statutes still leave the distribution of a substantial amount of the remaining funds to the judge’s discretion.

The simple solution for class actions initiated in state courts should be for the money to escheat to the state in which the action was brought. Escheat is preferable to other solutions—even the North Carolina statute—since it produces the most benefits for the absent class members.210 Escheat also fulfills deterrence goals by making the defendant internalize the full costs of the harm.211 The only legitimate criticism against the funds escheating to the state is that it spreads the benefits to all state residents, rather than the absent class members who were harmed by the defendant’s
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violation. In theory, however, this criticism applies as much or more to other solutions. Typically, in state *parens patriae* actions, which are brought by state attorneys general on behalf of state residents, the residual funds have been used by the attorney general to fund a number of antitrust enforcement programs. This type of distribution can similarly be used in class actions in state court. The funds should escheat to the state, and in certain cases may be earmarked for specific purposes that would benefit the class members, such as enforcing antitrust laws.

Since CAFA was enacted, more class actions have been heard in federal court. The majority of state class actions usually involve smaller aggregate damages and class members that reside in the forum state. The administrative costs of identifying class members in federal class actions can be very high compared to the smaller aggregate claims generally found in state class actions. Alternatively, escheat to the state wastes virtually no money on administrative costs. To save time and expense, the funds should revert to the state. More importantly, this solution would disincentivize certain parties, while benefitting the greatest number of absent class members.

B. Class Actions in Federal Court

If a class action is brought in federal court, there is greater difficulty in determining where to distribute the funds, given that the plaintiffs could be scattered throughout the country. Allowing the funds to escheat to the United States Treasury is not as likely to benefit absent class members as escheating to the state in state class action. Instead, fashioning a statutory remedy for the use of *cy pres* in federal courts would be helpful since the doctrine of *cy pres* is rooted in common law. Such a remedy should contain

---

212 Farmer, supra note 147, at 394.
213 See discussion infra Part IV-Introduction.
214 Farmer, supra note 147, at 394.
215 Jois, supra note 7, at 271.
216 Klonoff & Hermann, supra note 148, at 1697 (“Under CAFA, most major class actions, including virtually all multistate class actions, will not be heard in federal court”).
217 See S. Rep. No. 109-14, at 5 (2005) (noting interstate class actions “typically involve more people, more money, and more interstate commerce ramifications than any other type of lawsuit” and thus belong in federal court).
218 Barnett, supra note 53, at 1595.
220 Since the inception of CAFA, class actions brought in state court generally involve most of the plaintiffs residing in that state, where state-directed funds are more likely to benefit the absent class members. CAFA also helped deter class actions being brought in “favorable” state courts. See generally S. Rep. No. 109-14.
some provisions similar to the coupon settlement provisions in CAFA. First, it is important to examine Congress’s intent when enacting CAFA to understand the prevalent abuses that Congress attempted to remedy. Second, by using CAFA as a model for how to combat certain cy pres abuses, a statutory solution to the cy pres problem can be fashioned.

1. Legislative Intent Behind CAFA

The primary purpose of enacting CAFA was to remedy abuses of the class action system by changing jurisdictional requirements and regulating the use of coupon settlements. Congress was particularly worried about preventing abuses such as class counsel receiving disproportionate shares of settlements. In the Senate Judiciary Committee Report accompanying the bill, the Committee noted that many courts were approving class action settlements in which most, if not all, monetary benefits went to class counsel instead of their clients. The majority of these instances involved coupon settlements.

One woman who was part of a class action settlement where the attorney payout was over $8.5 million stated she could not come to terms with the fact that “people who were supposed to be my lawyers, representing my interests took my money and got away with it.” Another example the Committee pointed to was a settlement that stemmed from an action against Nestle Water. There, the plaintiffs alleged that Poland Spring water did not come from a water spring in Maine as advertised. The case settled with coupons for free water bottles going to Poland Spring customers, $2.75 million going to charities, and $1.35 million going to the plaintiffs’ attorneys for fees.

CAFA contained a “Consumer Bill of Rights” which was enacted to protect class members. While CAFA did not outwardly prohibit coupon settlements, it did subject them to greater scrutiny regarding whether the

221 S. REP. NO. 109-14, at 21. For an example of a coupon settlement which contained problems the Committee was worried about, see Rinaldi v. Iomega Corp., No. 98C 09 064, 41 U.C.C. Rep. Serv. 2d 1143 (Del. Super. Ct. 1999).
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224 Id.
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226 Id. at 17 (citing Ramsey v. Nestle Waters North American, Inc. d/b/a Poland Spring Water Co., No. 03 CHK 817 (Ill. Cir. Ct. Nov. 5, 2003)).
227 Ramsey, No. 03 CHK 817.
228 S. REP. NO. 109-14, at 17; Ramsey, No. 03 CHK 817.
coupons actually benefit the consumers. Before a court can approve a coupon settlement, CAFA requires a fairness hearing. In addition, CAFA regulates attorneys’ fees in coupon settlements where either all or part of the remedy provided to the class members is in coupon form. This restriction ensures that attorneys’ fees are based on the value of the coupons that are actually redeemed by the class members.

For instance, if a settlement agreement promises to issue $5 million in coupons, but only 20 percent of potential class members redeem the coupon, then the lawyers’ contingency fee should be based on a recovery of $1 million actually redeemed and not $5 million promised. This prohibition has caused a dramatic decrease in the number of coupon settlements. Some scholars assert that class counsel may be inclined to turn to cy pres as a way to continue receiving high attorneys’ fees because they can still base fees on the entire common fund, including the cy pres award.

2. Statutory Solutions to the Cy Pres Problem in Federal Courts

Cy pres should be used only when absolutely necessary. A cy pres distribution would be “necessary” if every effort is made to find absent class members and residual funds are still leftover. For instance, if the settlement is large enough, each class member would receive a substantial amount—as in S.E.C. v. Bear Stearns, where over $79 million in residual funds remained—and there is enough money to send out a second round of notices to find absent class members, then second phase notices should be used. This approach would benefit the greatest number of class members, as evidenced in Bear Stearns when an additional 21 percent of the original distribution funds was distributed to people with valid claims.

Once a second round is completed and residual funds still remain, cy pres can be utilized. A fund administrator who is a neutral third party, such
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as the fund administrator in *Bear Stearns*, should be appointed to oversee the residual funds.²⁴⁰ Plaintiffs’ attorneys, defendants, and judges should have no say in where the funds are directed. The fund administrator may solicit bids from outside organizations through notice, similar to the process used in *Superior Beverage v. Owens*.²⁴¹ In determining where to direct the funds, the fund administrator must base the decision on what will be most beneficial to absent class members. This will help revert the doctrine back to the traditional form of the “next best” use. By taking the judge’s discretion over the award out of the equation, charities will no longer need to lobby the judiciary.²⁴²

Finally, to disincentivize plaintiffs’ attorneys from automatically pushing for a *cy pres* award, the common fund on which the attorney bases her fees should generally not include the *cy pres* award.²⁴³ This would have an effect similar to CAFA’s effect on coupon settlements.²⁴⁴ Just as the CAFA provision on attorneys’ fees helped to decrease the amount of coupon settlements, this provision would deter attorneys from agreeing to a *cy pres* award in order to increase their fees. This would also help deter or even eliminate class actions that would not be certified in the first place due to manageability issues if not for the *cy pres* award.

CONCLUSION

One appellate court, in rejecting a *cy pres* award because it distributed the class recovery to a third party, stated:

> Would it be too cynical to speculate that what may be going on here is that class counsel wanted a settlement that would give them a generous fee and [defendant] wanted a settlement that would extinguish 1.4 million claims against it at no cost to itself? The settlement that the district judge approved sold these 1.4 million claimants down the river.²⁴⁵

The agreement involved a settlement that would go entirely to a charity since the payout to the 1.4 million class members would be negligible. The

²⁴⁰ See generally id. (appointing a neutral third party as a fund administrator).


²⁴² While reversion to the defendant or to the claiming class members has the same effect of eliminating judicial discretion over the funds, this solution still falls short because the “next best” use for benefiting the absent class members is not fulfilled by these solutions.

²⁴³ Since most class actions have absent class members that never come forward, attorneys’ fees can perhaps still be based on the money these class members would have received. However, to deter attorneys from pushing for *cy pres* awards, rather than attempting to increase the amount of money class members receive, it should not be based on the entire fund if it is greater than a certain amount.


plaintiff’s attorneys were awarded a very large sum based on a percentage of the settlement.\textsuperscript{246}

The appellate court did an excellent job of summing up the problems that can arise when cy pres is used in class action settlements. The doctrine as it is used today is “an invitation to [the] wild corruption of the judicial process.”\textsuperscript{247} Many courts have disregarded the traditional principle of directing the funds to the “next best” use for the absent class members.\textsuperscript{248} Instead, these courts have approved distributions that are almost entirely unrelated to the class members’ injury or the underlying issue.\textsuperscript{249} Cy pres changes incentives of the judge, possibly involving conflicts of interests and ethical dilemmas. It also changes the incentives of the class counsel and the charities or organizations that are at the receiving end of the award. Solutions to such problems include escheat to the state in state class actions and statutory provisions that control cy pres in federal class actions. Such simple solutions could make the difference in restoring each party’s incentives to their proper place.

\textsuperscript{246} Id.
\textsuperscript{247} Liptak, supra note 11; see also S.E.C. v. Bear Stearns, 626 F. Supp. 2d 402, 416 (S.D.N.Y. 2009) (“Absent specific legislation, courts are left with unfettered discretion to direct the distribution of what can be large sums of money.”).
\textsuperscript{249} See, e.g., In re Compact Disc, No. MDL 1361, 2005 WL 1923446 (approving a settlement where a \textit{cy pres} distribution was made to a community arts center); Jones, 56 F. Supp. 2d at 355 (allowing distribution to a legal aid society despite a “thin” tie to purpose of litigation fund).
INTRODUCTION

After a municipal inspector confiscated his fruit cart, Mohamed Bouazizi set himself on fire.1 Though those close to Bouazizi say that he acted for the sake of his own dignity,2 his actions inspired hundreds of thousands of protesters to take the streets and demand an end to a dictator’s reign and to protest a pervasive problem of corruption.3 While the Tunisian movement and Bouazizi's protest inspired thousands in the United States to flood the streets of major cities in protest of wealth concentration in America,4 the Department of Justice points to his act as a cry for help.5 Assistant Attorney General Lanny Breuer recently reflected that the Foreign Corrupt Practices Act (FCPA)6 has evolved over decades into an effective enforcement tool, but it is unclear that the history of the FCPA reveals that the statute intended to resolve problems of corruption overseas.7 Although the Assistant Attorney General stated that the United States has gone too far in the fight against corruption to start going backwards, this history of the FCPA suggests that we have left something behind.

During the mid-1970s, information uncovered by the Watergate Special Prosecutor revealed a pattern of corporate conduct involving illegal

---

2 Abouzeid, supra note 1.
3 See Assistant Attorney General Lanny A. Breuer Speech, supra note 1.
5 See Assistant Attorney General Lanny A. Breuer Speech, supra note 1.
7 Assistant Attorney General Lanny A. Breuer Speech, supra note 1.
domestic political contributions. Further investigation by the Securities and Exchange Commission (SEC) uncovered that the practice of making questionable or illegal payments by American corporations to foreign governments had persisted within the American business community. More than 400 American corporations reported over $300 million in payments to foreign government officials to the SEC. Legislators commented that these payments were bad business and were eroding the free market system by rewarding price-inefficient companies. Other American government officials contended that direct prohibitions on corrupt foreign payments were needed to effectively deal with this problem. Congress responded by passing the FCPA, which, in addition to accounting provisions, included criminal penalties for American businesses issuing corrupt payments to foreign officials to secure business.

Since its passage in 1977, however, the FCPA has come under frequent criticism. Critical analyses conclude that American firms experience billions of dollars worth of lost business opportunities due to the risk of liability under the statute. Though Congress has conceded amendments to loosen FCPA restrictions in order to level the playing field for American businesses, continued dedication to the fight against corruption has prevented lawmakers from completely appeasing the demands of American businesses. Recent challenges to domestic corporations conducting business overseas led the U.S. Chamber Institute for Legal Reform to propose an amendment to the FCPA to decrease the burden imposed on corporations. These proposed amendments limit corporate liability by (1) eliminating a parent company’s liability for acts of a subsidiary, (2) increasing the mens

9 SEITZINGER, supra note 8.
12 See SEITZINGER, supra note 8, at 3.
14 SEITZINGER, supra note 8.
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requirement for corporations,19 and (3) limiting the scope of “foreign officials” covered under the current statute.20 While a three-pronged approach to reducing the behavior covered under the statute would decrease the risk of corporate liability, such an approach may be better at reducing general compliance costs rather than providing focused relief to companies doing business with traditionally corrupt nations.

At the time of the FCPA’s formation, Congress recognized that issues could arise from the disadvantage the statute imposed on American businesses.21 Relying on the fact that corruption harms both our trade partners and competition, the government has persisted in its enforcement of the act, despite harmful effects on business.22 These two interests, however, do not necessarily conflict with each other. This article proposes that to remedy the losses suffered by American businesses and to focus its energies on conduct most harmful to our trade partners, the Department of Justice (DOJ) should incorporate the economic lessons of other areas of Title 15 trade regulation to identify trade practices most harmful to competition and consumers.23 Similar to antitrust law, which has evolved from a set of per se prohibitions to a complex body of economic analysis,24 the DOJ should utilize economic reasoning to make assessments of transactions between American businesspeople and foreign officials. Just as antitrust jurisprudence departed from per se bans in favor of applying the rule of reason, FCPA allegations should be judged using a similar analysis.

Section I of this article presents the history of the FCPA and shows its legislative history indicates it was intended to regulate unfair trade practices, which harm the countries of officials receiving bribes and competition for such business. Section II explains the problems faced by corporations under current enforcement of the FCPA and further explains the solutions posed by the U.S. Chamber of Legal Reform. Section III argues that changes in the U.S.’s enforcement of antitrust laws may present a possible amendment to the FCPA. Finally, Section IV presents two changes to the DOJ’s enforcement approach that would align with the purposes of the FCPA.

---

19 Although the current FCPA limits an individual’s liability to willful actions, it does not contain similar language for corporations, and therefore the omission extends the bounds of corporate liability beyond that of an individual.
20 See WEISSMANN & SMITH, supra note 18, at 5.
21 123 CONG. REC. 38,600 (1977).
22 Id.; Weber & Getz, supra note 16.
24 Id. at 9-10.
I. THE FOREIGN CORRUPT PRACTICES ACT OF 1977

The Watergate scandal and the SEC’s voluntary disclosure program of the 1970s are typically viewed as the two events that inspired Congress to consider enacting anti-corruption legislation. In addition to the break-in of the Watergate office complex in 1972, the investigation of the Nixon Administration revealed overseas “slush funds” that were used to illegally contribute to several political campaigns. Subsequent investigations by the SEC revealed that undisclosed, illegal corporate payments were widespread. In response, the SEC commenced a purportedly “vigorous enforcement program” under existing laws aimed at preventing the future concealment of illegal domestic and foreign payments. In addition, the Commission instituted a four-year voluntary disclosure program, allowing SEC registrants to report questionable conduct to avoid costly litigation. Over four years, the SEC received admissions from more than 500 corporations for questionable or illegal payments, which totaled over $300 million in corporate funds.

In his testimony before a House subcommittee, Dr. Gordon Adams of the Council on Economic Priorities recited accounts of corrupt payments executed by several major American corporations. Dr. Adams’ testimony pointed out that nearly $200 million in commissions paid by Lockheed included commissions tied to contracts with the Japanese right wing. Testimony by Lockheed’s former chief operating officer revealed that one member of Japan’s Liberal Democratic Party received $7 million to act as Lockheed’s secret agent to ensure that a major Japanese airline would purchase Lockheed jets. Although the scandal did not have a clear impact on the party balance in the Japanese legislature, the prosecution of several Lib-

25 Krever, supra note 17, at 87.
28 Id.
29 Id.
30 Krever, supra note 17, at 87.
31 Hearing on H.R. 3815, supra note 8, at 28-30 (1977) (statement of Dr. Gordon Adams, Director of Military Research, Council on Economic Priorities) (reporting bribery schemes of major American companies including Minnesota Mining and Manufacturing (now 3M), Gulf Oil (now Chevron), Northrop (now Northrop Grumman), Ashland Oil, and Lockheed (now Lockheed Martin)).
32 Id. at 26-28.
33 The Liberal Democratic Party held a long-standing majority in Japan’s bicameral legislature, but feared voter backlash in the 1976 House of Representatives election because of frenzied media attention to the Lockheed bribery case. Michael Blaker, Japan 1976: The Year of Lockheed, 17 ASIAN SURVEY 81, 81 (1977).
34 Id. at 82.
eral Democratic Party leaders was the worst crisis in Japan’s dominant political party’s twenty-one year history.\textsuperscript{35} Congressmen argued that these payments tarnished the image of American democracy abroad and brought friendly foreign governments under intense pressure from their own peoples, complicating American foreign policy.\textsuperscript{36}

Some of the largest and most widely held public companies in America\textsuperscript{37} also made these disclosures, including Exxon Mobil, Boeing, Northrop Grumman, Lockheed Martin, and Gulf Oil.\textsuperscript{38} The practice of bribing foreign officials raised the concern that it corrupted the free market system, “under which the most efficient producers with the best products are supposed to prevail.”\textsuperscript{39} Virginia Senator William Proxmire stated that corporate bribery destroys the free market system, which should be based on price, quality, and service.\textsuperscript{40} The Senator cited SEC findings that a substantial number of the foreign bribes disclosed were made to outcompete other American companies for the same business.\textsuperscript{41} Additionally, overseas bribery was seen as derogatory to a corporation’s image and thus harmful to trade and investment opportunities, thereby limiting a company’s growth.\textsuperscript{42}

Support for enacting a foreign bribery provision was not unanimous, and objectors pointed to the statute’s threatened detriment on American businesses.\textsuperscript{43} Criminalization through American laws was viewed as the most drastic approach to solving the problems caused by corporate bribery.\textsuperscript{44} Corporate executives advocated for industry self-reform, arguing that corporations were already working towards reform through clarified company policy statements prohibiting such payments.\textsuperscript{45} However, research commissioned by Congress indicated that many companies were dedicated to continuing corrupt practices.\textsuperscript{46} When asked if he would fire a worker paying bribes abroad, one corporate chairman responded, “Hell, no! Why

\textsuperscript{35} Id.
\textsuperscript{36} \textit{E.g.}, \textit{123 Cong. Rec. 38, 599 (1977) (statement of Sen. William Proxmire)}.
\textsuperscript{37} \textit{Hearing on H.R. 3815, supra} note 8, at 215 (statement of the Hon. Harold M. Williams, Chairman, Securities and Exchange Commission).
\textsuperscript{38} \textit{Krever, supra} note 17, at 87.
\textsuperscript{39} \textit{Hearing on H.R. 3815, supra} note 8, at 214 (statement of Dr. Gordon Adams, Director of Military Research, Council on Economic Priorities).
\textsuperscript{40} \textit{123 Cong. Rec. 38,599-60 (1977) (statement of Sen. William Proxmire)}.
\textsuperscript{41} \textit{Hearing on H.R. 3815, supra} note 8, at 1-2.
\textsuperscript{42} \textit{Id.} at 25-26 (statement of Dr. Gordon Adams, Director of Military Research, Council on Economic Priorities).
\textsuperscript{43} \textit{Id.} at 32-34, 59-66, 85-88 (statement of Dr. Gordon Adams, Director of Military Research, Council on Economic Priorities) (Report on Questionable Foreign Payments by Corporations: The Problem and Approaches to a Solution, Ad Hoc Committee on Foreign Payments, for the Bar of the City of New York).
\textsuperscript{44} \textit{See id.} at 32-33 (statement of Dr. Gordon Adams, Director of Military Research, Council on Economic Priorities).
\textsuperscript{45} \textit{Id.} at 33.
\textsuperscript{46} \textit{Id.}
fire him for something he was paid to do?"\textsuperscript{47} These corporations believed it was unrealistic to apply strict anti-bribery standards abroad, asserting that conforming to American ethical standards in foreign countries would lead to a competitive disadvantage with foreign multinationals.\textsuperscript{48} Even the statute’s most staunch supporters, such as Senator Proxmire, conceded the potential anticompetitive effects.\textsuperscript{49} The Virginia Senator admitted that a nation’s corporations could be disadvantaged in markets where another nation permits bribery, but he rebutted these concerns by emphasizing the statute’s potential as leverage to negotiate a multilateral treaty prohibiting bribery.\textsuperscript{50}

Rather than criminalize all conduct related to foreign payments deemed immoral or illegal, the Ad Hoc Committee on Foreign Payments for the Bar of the City of New York suggested that current antitrust regulations could address the bribery problem.\textsuperscript{51} The committee believed that bribery constituted the necessary restraint of trade required for a violation of § 1 of the Sherman Act\textsuperscript{52} when an American corporation utilized an intermediary or foreign subsidiary to collaborate on an illegal payment.\textsuperscript{53} Additionally, provisions in the Clayton Act\textsuperscript{54} and Federal Trade Commission Act\textsuperscript{55} provide alternative outlets for prosecuting overseas bribery offenses.\textsuperscript{56} These methods would provide not only Federal Trade Commission and DOJ enforcement, but would incentivize private suits seeking treble damages.\textsuperscript{57} However, antitrust laws still were not tailored to fit the issues presented in a bribery suit and would not apply to bribes of tax or regulatory agencies, which would indirectly affect American commerce.\textsuperscript{58}

\textsuperscript{47} Hearing on H.R. 3815, supra note 8, at 33 (statement of Dr. Gordon Adams, Director of Military Research, Council on Economic Priorities).

\textsuperscript{48} See id. at 34.

\textsuperscript{49} See 123 CONG. REC. 38, 600 (1977).

\textsuperscript{50} Id.

\textsuperscript{51} Hearing on H.R. 3815, supra note 8, at 59, 86 (Report on Questionable Foreign Payments by Corporations: The Problem and Approaches to a Solution, Ad Hoc Committee on Foreign Payments, for the Bar of the City of New York).


\textsuperscript{53} Hearing on H.R. 3815, supra note 8, at 86 (Report on Questionable Foreign Payments by Corporations: The Problem and Approaches to a Solution, Ad Hoc Committee on Foreign Payments, for the Bar of the City of New York).


\textsuperscript{56} Hearing on H.R. 3815, supra note 8, at 86 (Report on Questionable Foreign Payments by Corporations: The Problem and Approaches to a Solution, Ad Hoc Committee on Foreign Payments, for the Bar of the City of New York).

\textsuperscript{57} Id.

\textsuperscript{58} See id. The Supreme Court would also later preclude the applicability of the Sherman Act to collaborations between a corporation and a foreign subsidiary. See Copperweld v. Independence Tube, 467 U.S. 752 (1984) (holding that a parent company is incapable of conspiring with its wholly owned subsidiary for the purposes of § 1 of the Sherman Act).
Despite objections, the House and Senate advanced resolutions,59 and the FCPA was signed into law on December 19, 1977.60 The law is divided into two provisions, each enforced by a different division of the government.61 First, the statute required publicly held corporations to maintain accurate books and records, and to establish accounting controls to prevent firms from disguising corporate bribes.62 The statutory accounting provisions addressed potential problems that overseas bribery would pose to stockholders and investors while mitigating the difficulties of enforcement.63

The second prong of the statute made it unlawful for any corporation issuing securities registered with the SEC or any “domestic concern”64 to make any payment to a foreign official to obtain or retain business.65 This provision carried penalties for violators including a maximum fine of $1 million for corporations, and a $10,000 fine and five-year maximum imprisonment for individuals.66 Per the statute, the SEC and DOJ shared joint enforcement responsibility for the criminal bribery provisions.67

In 1987, an omnibus trade and competitiveness act was introduced in the Senate to modernize “very old trade laws,” including the FCPA.68 In enacting amendments to provide a clearer line between prohibited bribes and permissible facilitating payments, both houses insisted that their proposed amendments did not change the basic intent of the law.69 In addition to consolidating enforcement of the anti-bribery provision with the DOJ, the amendments clarified the anti-bribery provision by establishing two clear affirmative defenses.70 The first provided four examples of minor payments, which would fall under the statute’s “grease payment” exception.

59 The bill was advanced through the House of Representatives as Unlawful Corporate Payments Act, H.R. 3815, 95th Cong. (1977) and through the Senate as the Foreign Corrupt Practices Act, S. 305, 95th Cong. (1977).
61 See id.
64 Domestic concern is defined as encompassing any individual who is a citizen, national, or resident of the United States, or any company, which has its principal place of business in the United States or is organized under the laws of the United States.
66 See id. §§. 103(c)(1)-(4), 104(b)(1)(A)-(B).
67 Krever, supra note 17, at 89.
69 United States v. Kay, 359 F.3d 738, 750 (5th Cir. 2004).
from liability. Second, the amendments exempted from liability any payment made in compliance with the written laws of a foreign country. These clarifications of the statute’s restrictions decreased the burden on businesses, but the 1988 amendments also increased penalties for violations. A corporation’s violation of the anti-bribery provisions increased to a $2 million maximum fine; individuals were subject to a $100,000 maximum fine and up to five years’ imprisonment.

Despite attempts to amend the FCPA to ease compliance burdens for American corporations, complaints resurfaced that the statute disadvantaged domestic companies in the global market. Amendments introduced in 1998 sought to align the FCPA with the Organization for Economic Cooperation and Development (OECD) Anti-Bribery Convention (the Convention) with the hope that other countries would quickly follow the U.S. The Convention, adopted by the U.S. in 1997, established a procedure for self and mutual evaluation of anti-bribery provisions among ratifying countries. These amendments—leveling the playing field in international trade—sought to address concerns that American corporations lost upwards of $30 billion per year because of unfair competition in foreign countries where bribes were paid.

---

71 Id. at 59 (providing that the types of payments permissible under the FCPA are (1) any facilitating or expediting payment to expedite or to secure the performance of a routine governmental action, (2) any nominal payment, gift or offer, or promise which constitutes a courtesy, a token of regard or esteem, or in return for hospitality, (3) any reasonable and bona fide expenditures associated with selling or purchasing goods or with the demonstration of products, and (4) any reasonable bona fide expenditures associated with the performance of a contract).

72 Id. (adopting an amendment stating that “[i]t shall be an affirmative defense to any violation of this Act that a payment, gift, offer or promise of anything of value to a foreign official is lawful under the law and regulations of the foreign official’s country”).


74 Id. at 924.


76 The OECD was initially established to run the U.S. financed Marshall Plan after the Second World War, and it created a forum for countries to compare policy experiences in efforts to answer common problems. See History, ORG. FOR ECON. CO-OPERATION AND DEV., http://www.oecd.org/about/history (last visited Jan. 14, 2013).


78 Signing Statement on International Anti-Bribery, supra note 75.


80 144 CONG. REC. H10, 302-02, H10, 305-06, 11-15 (daily ed. Oct. 9, 1998) (statement of The Clerk); Signing Statement on International Anti-Bribery, supra note 75. But see Hearing on H.R. 4353,
To ensure the United States’ ability to take the lead in implementing the provisions of the Convention, Congress enacted five amendments to clarify the FCPA’s prohibitions and emphasize the law’s aim at payments made to secure an improper business advantage. First, the amendments supplemented the prohibited conduct by including payments made to secure “any improper advantage.” Second, coverage of individuals was expanded to include “any person,” thus extending coverage to all foreign persons committing violations while on American soil. Third, the amendments expanded the definition of foreign officials under the statute to include officers of international organizations. Fourth, jurisdiction was expanded to cover acts of American citizens or corporations in furtherance of unlawful payments that take place outside of the U.S. Finally, the amendments applied penalties to all employees and agents of American businesses in order to eliminate the disparity between U.S. nationals and non-U.S. nationals employed by American companies.

In its modern form, the FCPA anti-bribery provision makes it unlawful for any issuer, domestic concern, or any person while in U.S. territory to give anything of value to any foreign official for the purpose of influencing a decision, doing anything illegal, or securing any improper advantage. Affirmative defenses in the statute permit payments that are lawful under the written laws and regulations of the foreign official’s country and for reasonable and bona fide expenditures. The statute defines “foreign official” as any officer or employee of a foreign government or any department, agency, or instrumentality thereof; or of a public international organi-

---

supra note 77, at 5 (1998) (testimony of the Honorable Edward J. Markey, Representative, Mass.) (stating that “these changes actually strengthen the statute by extending its coverage to cover foreign persons and corporations, bribes paid to officials of international organizations, and clarifying that the law’s prohibitions should be construed to cover any payments made to secure any ‘improper advantage’”).
82 Hearing on H.R. 4353, supra note 77, at 8-11 (statement of Andrew J. Pincus, General Counsel, Department of Commerce).
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84 Id.
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87 15 U.S.C. § 78dd-1(A) (2006) (addressing conduct by issuers with the SEC): Id. § 78dd-2 (addressing conduct by domestic concerns); Id. § 78dd-3 (addressing conduct by any person not defined as an issuer or domestic concern taking place while in a territory of the United States).
88 Id. § 78dd-1(c)(1)-(2) (exempting expenses “such as travel and lodging expenses”). As recent scholarship has pointed out, what exactly qualifies as a reasonable bona fide expenditure is not established by the statute. See Kyle P. Sheahen, I'm Not Going to Disneyland: Illusory Affirmative Defenses Under the Foreign Corrupt Practices Act, 28 Wis. Int’l L.J. 464, 485-488 (2010). Until new guidelines are provided by the DOJ, firms must appeal to the DOJ’s opinion procedure to request a statement of the Justice Department’s enforcement intentions.
zation. The penalties for violations are a maximum of $2 million for corporations, and $10,000 and five years’ imprisonment for individuals. Jurisdiction extends to unlawful conduct occurring entirely outside the U.S.

II. CURRENT ENFORCEMENT TRENDS AND PROBLEMS FACING AMERICAN BUSINESSES

In its first two decades, the FCPA had a limited impact on the incidence of bribery. However, FCPA activity has increased dramatically over the past seven years. Open investigations increased from merely three in 2002 to eighty-four at the close of 2007. In December 2008, the DOJ brought allegations against Siemens A.G. alleging that Siemens A.G. and its subsidiaries, in addition to violating the records and accounting provisions of the FCPA, engaged in corrupt payments on a global scale, doling out millions of dollars in kickbacks and commissions to obtain contracts with foreign countries. The $450 million criminal fine paid by Siemens A.G. under the plea agreement with the DOJ was more than ten times greater than the previous overall largest fine in any bribery proceeding.

What was the inspiration for the sudden emergence of enforcement activity? Commentators suggest that the limited enforcement of the FCPA was due to the DOJ’s focus on Cold War era foreign policy concerns. Additionally, fear that enforcement would potentially offend or embarrass officials in allied countries resulted in caution when investigating alleged offenses. Such concerns led the DOJ to require U.S. attorneys to obtain permission from Washington before pursuing charges under the FCPA.

While several factors may have contributed to the DOJ’s more aggressive enforcement of the FCPA, statements by DOJ officials demonstrate an increased dedication to curtailing corruption’s damaging effects in developing countries. In a 2006 speech before the American Bar Association

90 Id. § 78dd-3(e)(1)-(3).
91 Id. § 78dd-2(i)(1)-(2).
92 Krever, supra note 17, at 93.
93 Thomas, supra note 26, at 449-50.
95 Thomas, supra note 26, at 450.
96 Krever, supra note 17, at 93.
97 Id.
98 Thomas, supra note 26, at 442-43.
99 See id. at 442-43 (suggesting that the expansive interpretation of threshold requirements for bribes contributed to the increase in enforcement action); see Krever, supra note 17, at 94.
National Institute on the FCPA, Assistant Attorney General Alice S. Fisher commented that corruption is the “linchpin of so many different global problems,” including “stif[ing] economic growth and sustainable development.” Matthew Friedrich expressed such sentiments while serving as the Assistant Attorney General for the DOJ Criminal Division. Upon announcing three guilty pleas to FCPA violations, Friedrich asserted that “corruption is not a victimless offense. . . . People do get hurt. And the people who are hurt the worst are often residents of the poorest countries on the face of the earth.”

Assistant Attorney General (AAG) Lanny Breuer also reflected upon increased awareness of the economic effects of corruption in a recent statement before the National Conference on the FCPA. Referring to Mohamed Bouazizi’s protest and the Arab Spring protests, AAG Breuer noted the DOJ’s commitment to combat the systematic corruption enabling a developing country’s public officials to abuse their power for personal gain. Although this view of corruption is not an express statement of a DOJ initiative, the concurring views of successive DOJ officials illustrates the increased awareness of corruption’s consequences, which may have contributed to the increase in enforcement activity.

Although the 1998 amendments were intended to address the disadvantage to American businesses, the alarming monetary consequences of bribery offenses, in addition to the reputational harm faced by corporations subject to FCPA investigations, have inspired a renewed drive for further amendments. In an article for the U.S. Chamber Institute for Legal Reform, Andrew Weissmann presented the problem the FCPA imposes on American businesses engaged in operations overseas. Weissmann argued that the risk of engaging in business overseas involves not only the potential for massive monetary penalties should a FCPA violation ensue, but also the costs of legal fees, forensic accounting, and other investigative costs even

---


102 Assistant Attorney General Lanny A. Breuer Speech, supra note 1.

103 Id.


105 See Joel M. Cohen, Michael P. Holland, Adam P. Wolf, Under the FCPA, Who is a Foreign Official Anyway?, 63 BUS. LAW. 1243, 1248 (2008); see also WEISSMANN & SMITH, supra note 18, at 5 (explaining the high cost of FCPA litigation and the even higher fines resulting therefrom).

106 WEISSMANN & SMITH, supra note 18, at 5.
Several empirical studies suggest that the FCPA has resulted in a substantial loss of business or export opportunities to foreign competitors. A 2000 study by the U.S. Department of Commerce valued alleged foreign bribery in 180 commercial contracts over three years at about $80 billion. A 1995 study that analyzed the economic effects of the FCPA found that American firms were dissuaded from conducting business with countries receiving higher ratings on Business International’s corruption level index. Critics of the FCPA claim that it costs up to $1 billion annually in lost export trade. Though similar studies estimate different costs experienced by American exports, these studies reflect the loss of business opportunities due to borders established by the FCPA, not the cost of compliance. By imposing the risk of bet-your-company litigation on companies dealing in countries where bribery is a pervasive practice, the FCPA encourages corporations to forego the potential benefits of trade.

In addition to the burdens imposed on businesses, commentators suggest that the affirmative defenses to the statute do not provide meaningful protection. Although payments that comply with a foreign country’s law are exempted under the FCPA’s local law defense, courts have interpreted this provision as inapplicable if a person could not be prosecuted in the foreign country due to a technicality. Although the promotional expenses defense exempts contributions such as travel and lodging expenses, these payments would already fall short of “corrupt” conduct.

Still, FCPA supporters insist that American companies have not suffered as much as critics suggest. A study by Mary Jane Sheffet reports that American shares of export trade in Asia and Africa have grown over the past decade. Growth came in industries particularly affected by corrupt practices rather than in markets less exposed to corruption: aircraft, construction equipment, oil and gas field machinery, telecommunications
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107 Id. (citing Melissa Klein Aguilar, How to Size Up, & Manage, FCPA Investigations, COMPLIANCE WEEK, Aug. 17, 2010).
110 SEITZINGER, supra note 8, at 2.
112 Jonathan P. Doh, Peter Rodriguez, Klaus Uhlenbruck, Jamie Collins, Lorraine Eden & Stanislav Shkshnia, Coping with Corruption in Foreign Markets, 17 ACAD. MGMT. EXEC. 114, 120 (2003) (suggesting that corporations faced with markets characterized by corruption may want to avoid the market entirely and avoid the costs of corruption or the disadvantage to competitors engaging in the practice).
113 Sheahen, supra note 88, at 489.
114 Id. at 473.
115 Id. at 478.
116 Krever, supra note 17, at 90-91.
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equipment, and medical equipment. Results of a General Accounting Office survey of 250 of the top 1,000 American corporations demonstrated that about 30% of the respondents claimed the FCPA caused a decrease in business. Additionally, some corporate executives have applauded the FCPA for insulating their companies from pressures by foreign officials for bribes.

While the growth in American export trade demonstrates that American businesses have increased productivity—whether in spite of, or as a result of, the FCPA—this fact does not directly confront the losses in export trade due to the FCPA. Additionally, studies have shown that foreign bribery remains widespread amongst American corporations and the countries with which these corporations do business. This suggests that despite the costs born by American corporations, the desired effect has not been conferred. Though General Accounting Office surveys demonstrate a widespread opinion that the FCPA has not had a dramatic effect on American business, these surveys predate the recent expansion of FCPA enforcement.

Signatories of the FCPA in 1977 recognized the potential for detrimental effects to American businesses given the prohibition on foreign bribe payments. For this reason, opponents of enacting an anti-bribery provision believed the most desirable solution would be one based on multilateral or bilateral treaties, with unilateral activity limited to heightened disclosure standards. Because of the difficulties in determining whether a corporation sought to gain some business advantage through corrupt payments or was the reluctant victim of extortion by a foreign official, classifying conduct could rest on subtle distinctions. Despite these concerns, citizens in countries plagued by corruption must rely on trade partners willing to police their own businesses. Bribery may not only interfere with
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122 Krever, supra note 17, at 93; see generally Doh, et al., supra note 112, at 114-29 (supporting the persistence of bribery in developing nations); Jon S. T. Quah, Corruption in Asian Countries: Can it be Minimized?, 59 PUB. ADMIN. REV. 483-94 (1999) (concluding that bribery is a strongly established practice in many prominent Asian countries who show undedicated resolve to prevent the practice).
123 Pines, supra note 119, at 208-09.
125 Hearing on H.R. 3815, supra note 51, at 63-64.
126 Id. at 64-66.
development objectives but may also cause the country’s poor to suffer the most.:

III. LEARNING FROM HISTORY

As the framing of both the FCPA and the Sherman Act suggested, the statutes intended to regulate trade practices viewed as harmful to free and fair trade. As the FCPA’s framers insisted that bribery in foreign countries short-circuited competition based on product quality, service, and price, Senator Sherman’s statements on the Sherman Act demonstrated a similar dedication to protecting free markets. Though the FCPA established a comprehensive ban on corrupt payments to foreign officials, the width of the prohibition was not absolute. Just as the framers of the FCPA did not intend for the statute to affect all payments made to foreign officials, Senator Sherman similarly ensured that the Sherman Act would not apply to business arrangements that benefit production. As a bill, the Sherman Act was guaranteed not to affect combinations likely to increase productivity where there is free and fair competition.

Prominent theorists have long debated the true goal of antitrust laws. Through the evolution in economic thought, American antitrust laws have undergone a period of enlightened reasoning, embodied in the change of the Supreme Court’s analysis of anticompetitive conduct. Since the an-
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Latin America, 47 J. DEV. STUD. 959 (2011) (concluding that corruption generally and inequality within a society have an inverse relationship because of the increased reliance on the informal sector for labor).

“Corruption can cause both a wastage and a misallocation of resources that work against efficiency and equality. In doing so, it can sabotage the prospects for growth and widen the gap between the rich and the poor.” Blackburn & Forgues-Puccio, supra note 127, at 20.
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nouncement of Broadcast Music\textsuperscript{137} and other decisions reflecting an analysis of conduct through modern economic principles, courts have seen fewer private and government initiated antitrust cases.\textsuperscript{138} The resolution of these cases in recent lower court opinions reflects an affirmation that the ultimate purpose of antitrust law is to provide the benefits of competition to consumers.\textsuperscript{139}

One of the main goals of antitrust law is to protect consumers in the relevant market from anticompetitive, exploitative behavior, unfairly transferring wealth to firms that abuse monopoly power.\textsuperscript{140} Similarly, the history and commentary by those responsible for its enforcement point to the FCPA’s goal of eliminating unfair trade practices, which unfairly transfers wealth from the general population to corrupt foreign officials.\textsuperscript{141} Just as antitrust analysis has evolved to focus on the narrow goal of protecting consumers from anticompetitive behavior, decisions about whether corrupt practices should be pursued under the FCPA should focus on an enlightened understanding of how certain business behaviors harm competition and consumers. By adopting an approach more consistent with the ultimate goals of the FCPA—the prevention of unfair trade practices and harmful effects on trade partner countries—enforcement could be downsized and the cases brought would most effectively protect competition and combat wealth concentration.

IV. ADJUSTING THE DOJ’S APPROACH TO MEET ANTICOMPETITIVE CONCERNS

Proponents of strong FCPA enforcement point to the harmful effects of bribery on legitimate competition.\textsuperscript{142} If American companies used bribes in order to compete rather than the traditional means of using superior products, lower prices, or favorable terms to win contracts with foreign countries, the eventual award would go to inefficient producers.\textsuperscript{143} However-

\textsuperscript{140} Id.; see also Steven C. Salop, Question: What is the Real and Proper Antitrust Welfare Standard? Answer: the True Consumer Welfare Standard, 22 LOY. CONSUMER L. REV. 336 (2010) (explaining why the true consumer welfare standard is the better standard for achieving the goals of antitrust legislation).
\textsuperscript{141} See Assistant Attorney General Lanny A. Breuer Speech, supra note 1, at 1-2.
\textsuperscript{142} See Prepared Remarks of Alice S. Fisher, supra note 100, at 1-2.
\textsuperscript{143} See Hearings on 3815, supra note 39, at 27 (Statement of Dr. Gordon Adams, Director of Military Research, Council on Economic Priorities).
er, in countries with an engrained system of bribery, prohibiting American companies from participating in the practice does not necessarily enhance competition.

Studies indicate that in nations where bribery is an established practice, the necessity of such payments is not only unlikely to dissipate but also does not differ across industries. Firms with extensive public sector dealings face a higher probability of having to pay bribes due to the increased likelihood of bureaucratic control. In a study by Transparency International, nearly three quarters of the 178 countries surveyed in 2010 received an index score below five, indicating a serious corruption problem. Although the majority of nations receiving highly corrupt index ratings are located in the Middle East and sub-Saharan African regions, major American trade partners such as Mexico and China also received scores indicating a pervasive corruption level.

Taking these factors into account, American corporations that engage in commerce with nations with a deep-rooted system of bribery may have to decide to either pay bribes to compete with other corporations paying bribes or avoid the market entirely. When all corporations participate equally in the market for bribes, no one corporation gains an unfair advantage over its competitors. Allowing necessity to count as a justification would permit corrupt payments in situations where the payment does not create an unfair advantage over competitors. In fact, some economists consider corrup-
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146 Transparency International is an international organization dedicated to the fight against corruption, and publishes an annual index of the perceived levels of public sector corruption around the globe. For more information, see Our Organisation, TRANSPARENCY INT’L, http://www.transparency.org/whoweare/organisation (last visited Jan. 21, 2013).
147 Corruption Perceptions Index 2010, TRANSPARENCY INT’L (Oct. 26, 2010), http://www.transparency.org/policy_research/surveys_indices/cpi/2010/results (nations participating in the survey are given a score between ten and zero, with ten indicating that the country is very clean and zero indicating a nation that is highly corrupt).
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151 See Doh et al., supra note 112, at 119-20.
152 But see Blackburn & Forgues-Puccio, supra note 127, at 5 (noting the potential for the use of excessive rules and regulations as a means for extracting bribes to raise the cost of business activity and undermine efficiency).
153 See Doh et al., supra note 112, at 120.
tion to be an essential component to keeping the economy going in locales with excessive bureaucracy or market restrictions.154

Still, some commentators suggest that bribery may have a similar effect to an exclusive dealing contract or tying arrangements, which are traditionally subject to regulation under the Sherman Act.155 In an article arguing for the applicability of antitrust laws to overseas bribery by foreign companies, Franklin Guvertz noted two decisions in which courts equated bribery to exclusive dealing in its effect on competition.156 Recent scholarship points out, however, that the per se prohibitions on exclusive dealing and tying arrangements have all but disappeared.157 Courts recognize the important business purposes of exclusive dealing, such as promotion of more effective distribution.158 Because bribes may act as “speed money” to circumvent countries with extensive institutional hurdles, the result will also be a more efficient distribution of goods or services that can enhance growth.159

Where firms engage in conduct that appears to directly conflict with competition in countries known to have an established practice of corruption, prosecutors may face more difficult decisions. For example, the SEC entered into a Deferred Prosecution Agreement160 with Tenaris S.A. regarding allegations that the steel pipe product producer violated the FCPA by bribing Uzbekistan government officials during a bidding process to supply


155 Franklin A. Geurtz, Using the Antitrust Laws to Combat Overseas Bribery by Foreign Companies: A Step to Even the Odds in International Trade, 27 VA. J. INT’L L. 211, 221 (1987) (citing City of Atlanta v. Ashland-Warren, Inc., 1982-1 Trade Cas. (CCH) p. 64, 527 (N.D. Ga. 1981) (ruling for the plaintiff and noting that the restraint of trade caused by the bribe was similar to that involved in reciprocal dealing or tying arrangements)).

156 Id. at 220 (citing Associated Radio Serv. Co. v. Page Airways, 624 F.2d 1342 (5th Cir. 1980) (concluding that the aggregate effect of the defendant’s bribes created a sufficient impact in the relevant market to violate both sections 1 and 2 of the Sherman Act); City of Atlanta v. Ashland-Warren, Inc., 1982-1 Trade Cas. (CCH) p. 64, 527 (N.D. Ga. 1981) (ruling for the plaintiff and noting that the restraint of trade caused by the bribe was similar to that involved in reciprocal dealing or tying arrangements)).

157 Jonathan M. Jacobson, Exclusive Dealing, “Foreclosure,” and Consumer Harm, 70 ANTITRUST L.J. 311, 312 (2002) (noting that lower court decisions have come to recognize that even the highest levels of percentage foreclosure may entail no consumer harm, but actually view the typical exclusive dealing arrangement to be entirely legal).
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160 A deferred prosecution agreement is an agreement upon which a corporate defendant charged with misconduct takes responsibility for the wrongdoing, and prosecution is deferred to insure that the defendant complies with the terms of the agreement. U.S. SEC. & EXCH. COMM’N, ENFORCEMENT MANUAL 129 (2012), available at http://www.sec.gov/divisions/enforce/enforcementmanual.pdf.
pipelines for transporting oil and natural gas. Transparency International recognizes Uzbekistan as having a pervasive problem of corruption given its 1.6 rating on the Transparency International ratings. This score ranked Uzbekistan as the nation most susceptible to corruption in Eastern Europe and Central Asia, scoring 172 out of the 178 nations surveyed. Though Tenaris was able to obtain bid information and use this information to win successive contracts, it is possible that other firms operated similarly and simply lost to the most efficient producer.

Although the effect on competition does not seem dispositive on its own, the concern remains that bribery tends to injure the poor by sabotaging prospects for growth and widening the gap between the rich and the poor. While many studies have sought to analyze the indirect effects of bribery on the growth and distribution of wealth in developing countries, the obvious effects are apparent when viewing examples of such transactions.

In 2011 the DOJ convicted Lindsey Manufacturing Company and several individuals of conspiracy to violate the FCPA in connection with a bribery scheme involving officials of the Comisión Federal de Electricidad (CFE), a Mexican energy utility. According to court documents, Lindsey Manufacturing officials paid an agent a 30% commission with the understanding that the commission would be used to pay bribes to two Mexican officials. In order to cover the costs of these bribes, the prices of goods were increased by 30%, leading to charges to CFE of $5.9 million over the market price for goods and services.
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165 See DOJ Press Release, supra note 94 (“[P]eople who are hurt the worst [by corruption] are often the . . . poorest . . . .”); Blackburn & Forgues-Puccio, supra note 127, at 3 (“[T]here are good reasons for believing that corruption has important distributional effects that result in the poor becoming poorer and the rich becoming richer.”).
Although the court’s refusal to grant Lindsey Manufacturing’s motion to dismiss and subsequent conviction was based mainly on a theory of unfair competition,\(^\text{170}\) the transaction illustrates how bribes operate as a wealth transfer to government officials. The net result was Lindsey Manufacturing benefitting from the transaction, their agent and the foreign officials benefitting from the 30% overcharge, and the CFE receiving products at a price 30% above value. When a transaction does not reflect the needs of the country receiving goods and services and above-value prices are being charged, it is apparent how corruption can cause both waste and misallocation of resources.\(^\text{171}\)

By focusing on bribery transactions in which above-value prices are charged, agencies may withdraw pressure from firms reluctant to engage in foreign commerce, but continue to aggressively challenge firms engaging in transactions contrary to the FCPA’s design. Rather than the leniency requested by some lobbyists,\(^\text{172}\) a renewed focus and approach would efficiently direct enforcement agencies towards their stated goals.

CONCLUSION

Despite promises from the U.S. DOJ\(^\text{173}\) and U.K. fraud enforcement officials\(^\text{174}\) that new guidance would shed light on fraud enforcement policies, government agencies remain dedicated to pursuing bribery charges. In November of 2012, the DOJ and SEC released much–awaited guidance on FCPA compliance, claiming that the document marked an “unprecedented undertaking by DOJ and SEC to provide the public with detailed information about our FCPA enforcement approach and priorities.”\(^\text{175}\) Despite efforts by the Chamber and other organizations to lobby for change, the DOJ’s resource guide shows no signs of concession regarding the proposed reforms.\(^\text{176}\) Commentators concede that the guide convincingly argues that

\(^{170}\) Aguilar, 783 F. Supp. 2d. at 1119-20.

\(^{171}\) Blackburn & Forgues-Puccio, supra note 127, at 20.

\(^{172}\) See generally WEISSMANN & SMITH, supra note 18.


the DOJ enforces the FCPA in a straightforward and evenhanded manner.177 However, attorneys advising clients on FCPA matters are keen to point out that the resource guide may not be as reliable a source as it appears.178 Though companies may be able to more comfortably navigate the waters of international trade, some opportunities to do business overseas will remain too costly. It will take some time before data can reveal the DOJ resource guide’s effect on American businesses competing for international contracts. Should American businesses continue to lose money to foreign companies competing over international contracts, it may be necessary to recalibrate the approach the DOJ takes towards FCPA enforcement.
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